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Abstract

Spiking neural P systems represent one the most dynamic and active research
area of membrane computing, with many variants being defined and investigated,
and a broad spectrum of applications reported. Often, each newly introduced
spiking neural P system is compared with others to reveal its potential. How-
ever, there is a need to compare them from another perspective, when they are
all represented with the same instrumentation within a given framework and
where quantitative metrics can precisely describe the complexity of their repre-
sentations. In this paper a selection of the best known and investigated classes
of spiking neural P systems are mapped into kernel P system models and dif-
ferent encodings of the computation results and strategies of using the rules are
investigated. Complexity metrics associated with the translation processes are
assessed. Specific methods to check model correctness and to provide test sets
for implementations are used for an example in order to illustrate the connection
between these P systems.
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1 Introduction

Membrane computing, a research field initiated by Gh. P&un [34, 35], is a computing
paradigm inspired by the structure and bio-chemical interactions of the living cells.
The key models are called membrane systems or P systems. The field has developed
very fast on various research directions and many classes of membrane systems (P
systems) have been investigated. These may be classified as cell-like, tissue-like and
neural-like P systems. A presentation of the most important membrane computing
models is available in [36, 37] and more recently in a survey paper [48].

A class of neural-like P systems, called Spiking Neural P systems (SN P systems,
for short), has been introduced in [14], inspired by the neurophysiological behaviour of
neurons (in brain) sending electrical impulses along axons to other neurons. Significant
results on SN P systems have been reported in the literature. A multitude of SN P
system models have been considered and investigated with features such as: anti-spikes
and inhibitory synapses [28], inhibitory rules [40], astrocytes [30], polarizations [38,
58], request rules [50, 56], multiple channels [46], extended channel rules [25], colored
spikes [52], white hole neurons [49], lateral inhibition [24], rules on synapses [51],
weights and potential (threshold) [55], dynamic threshold [44], weights on synapses
and extended rules with delay [32], weights and delays on synapses [23], dendrites
[39], plasticity [3, 26], with neuron division and budding[29], scheduled synapses [2];
or new classes of systems: axon P systems in [62], fuzzy reasoning SN P systems [45],
coupled SNP [42], numerical SN P systems [57], nonlinear SN P systems [41]. Various
research topics based on SN P system models have been considered. A bibliography
of SN P systems is available in [31], a survey of the main classes of SN P systems is
presented in [22] and of learning SN P systems is described in [5]. Theoretical results
and applications of SN P systems are discussed in [47]. In 2024 two research textbooks
on SN P systems have been published [43, 61]. For several of the above mentioned SN
P systems have been considered different strategies for using the rules as well as ways
of encoding the results of the computation - the key topics in this respect have been
presented in [22].

Another type of P systems, called kernel P systems (kP systems, for short), has
been introduced in [9] in order to capture in a unified manner features of existing
membrane computing models together with new concepts, such as types, guarded rules
using Boolean conditions, user defined execution strategy for each component type.
All these make the kP system model more amenable for describing different problems
occurring in various areas, from specific computer science topics, such as communica-
tion and synchronisation [8], to applications in synthetic biology [19, 18]. kP systems
have been conceived as a membrane computing model allowing to specify problems,
verify the models correctness and test the implementations. They are supported by an
expressive domain specific formal language allowing the models to be simulated with



a software framework, called kPWORKBENCH (1], which also includes a verification
component [11]. A detailed presentation of this tool has been made in [20]. The mod-
elling, simulation, verification and testing aspects of kP systems have been presented
in [7, 8].

In this paper we investigate, for several classes of SN P systems using regular
expressions that can be expressed with features of kP systems, how these are mapped
into kP systems exhibiting the same behaviour. The classes of SN P systems consid-
ered are standard and extended SN P systems with and with no delay, with colored
spikes, multiple channels, anti-spikes, polarizations, weights on synapses, potential
and threshold. Two types of encoding the computation results and various strategies
of using the rules that are defined and investigated for SN P systems are studied in
the context of kP systems as well. A logical gate example illustrates how different SN
P systems and their kP system counterparts can model it. Finally, a short presenta-
tion on how testing and verification methods developed for kP systems can be used
in the context of using SN P systems to model the logical gate example.

Previously, a formal framework for specifying different types of SN P systems
has been devised [54]. This approach shows how the same formal environment cap-
ture specific features of different types of SN P systems. Our investigation allows to
define for each of the SN P systems investigated algorithms for translating such sys-
tems into corresponding kP systems. In our approach, metrics to assess the impact
of various features of different classes of SN P systems on the complexity of their kP
system representations are presented. Moreover, the instrumentation provided by the
kP system environment facilitates the verification of the model correctness, through
model checking methods, of different SN P systems and the automated testing of their
implementations.

This paper is structured as follows: Section 2 presents some preliminary concepts
and basic definitions of SN P and kP systems. Section 3 provides the key results and
outcomes of the paper, presenting the mapping of different classes of SN P systems into
corresponding kP systems and how different encodings of the results and strategies
of using the rules of SN P systems are represented in the context of kP systems;
complexity metrics associated with the mapping processes involved are investigated.
For the logical gate example modelled with an SN P system, a testing approach for
validating this application is presented. This uses a test set derived from the inferred
X-machine obtained from the computation sequences, up to a certain limit, of the kP
system model (that corresponds to the SN P system modelling the logical gate) is
presented in Section 4, together with the formal verification, through model checking,
of some properties of the SN P system. Finally, conclusions are presented in Section 5.

2 Preliminaries and basic definitions

Some concepts, notations and basic definitions used subsequently in this paper are
introduced in this section. More formal language theory and membrane computing
concepts and results can be found in [36, 37].



For a finite alphabet A = {a1,--- ,a,}, A* denotes the set of all strings (sequences)
over A. The empty string is denoted by A\ and AT = A* \ {\} denotes the set of
non-empty strings.

A regular expression over an alphabet A is defined as follows: (i) A and each a € A
is a regular expression; (ii) if Fy, Fy are regular expressions over A, then (E;)(Es),
(E1)U(E2) and (Eq)* are regular expressions over A; and (iii) nothing else is a regular
expression over A. Parentheses, “(” and “)”, are not in A, they are used to indicate
the order of applying the operators of the regular expression. When no confusion may
appear, they can be omitted. Ef UA can be written as Ef. With each regular expression
E, a regular language L(E) is associated as follows: (i) L(A) = A, and L(a) = {a},
for a € A; (ii) L((E1)(E2)) = L(E1)L(E3), L((E\) U (Ez)) = L(E,) U L(E;) and
L((E1)") = L(E;)", for any regular expressions E1, Es.

A multiset over A is a mapping f : A — N, represented as a string a{(al) e a;j(a”),
where the order is not important, and the elements which are not in the support of f
(i.e., elements a;, 1 < j < p, having f(a;) = 0) are omitted. In the sequel, multisets
will be represented by such strings.

The standard and extended Spiking Neural P systems (SN P systems) are defined
below. Later, other variants of SN P systems will be introduced by only presenting
their key features distinguishing them from the previous ones. A restricted class of
kernel P systems (kP systems) is also presented in this section as well..

2.1 Standard and extended SN P systems
The definition of a standard SN P system is given in [14].

Definition 1 A Spiking Neural P system of degree m, m > 1, is a tuple
II= (0,01, - ,0m,syn,iog),

where

e O = {a} is a singleton alphabet (a is called spike);

® ¢, is a neuron, o; = (n;, R;),1 < i <m, where

— n; > 0 is the initial number of spikes from o;;
— R; is a finite set of rules of the following two forms:

*x F/a® — a;d where E is a regular expression over {a}, and ¢ > 1,d >0
are natural numbers (spiking or firing rules);

x a® — )\, where s > 1 is a natural number, such that for any spiking rule
E/a® — a from R;, a® ¢ L(E) (forgetting rules);

o syn = {(i,5)|1 <4,5 <m,i# j} (synapses between distinct neurons);
® jp € {1,....m} indicates the output neuron.

The system evolves in steps marked by a global discrete clock. At each time step,
in each neuron having enabled rules, only one of them must fire/be applied. If more
than a rule is enabled then one of them is non-deterministically chosen and is applied.



A rule E/a® — a;d is enabled (can fire), in neuron o; at time step ¢, if o; contains
n spikes, such that a™ € L(E) and ¢ < n. When the rule fires, ¢ spikes are removed
from o; and one spike is sent to each neuron o, linked through a synapse to oy,
ie., (i,7) € syn, with delay d. Spikes sent out from the output neuron arrives into
the environment. If d = 0 then the spike is released to all neurons o; at moment ¢,
otherwise the spike will be released to all o; at time step ¢ + d. In between, i.e., at
times ¢,--- ,t + d — 1, the neuron o; is closed and during that time it won’t send
and receive spikes. Every spike sent to a closed neuron is lost. At time step ¢t + d, o;
becomes open again, receiving spikes and sending those not released at time step ¢. A
forgetting rule, a® — A, can be applied only when the neuron contains exactly s spikes.

A configuration of the SN P system II at step time h is denoted by S, = (Sh1,
-+, Sh.m), where Si, ; = a;/t;, a; representing the number of spikes in neuron o;
and t;, 1 < j < m, indicating the number of time steps the neuron is closed.

Given two configurations S and Sps of the SN P system I, a transition, denoted
Si = S, defines the process of obtaining Sy, from S}, where each component Sy ;,
1 < j < m, of Sy is obtained from S}, ; by applying at most one rule from o}, from
those which are applicable, if any, to Sy ;.

A computation is a sequence of transitions, Sy = -+ = S = S;11--- The
initial configuration is Sy = (n1/0, - , 7, /0). A halting computation ends in an open
configuration where no rule is applicable.

The definition of an extended SN P system is given below [4].

Definition 2 An extended Spiking Neural P system of degree m, m > 1, is a tuple

Im= (0,0-17 c 5, 0m, SYN, 7:0),
where, as in Definition 1, O is an alphabet, syn the set of synapses, ig the output neuron
and o; = (n;, R;), i« < i < m, a neuron with n;, n; > 0, spikes and a finite set of rules, R;.
The rules have the form E/a® — aP, where F is a regular expression over {a}, ¢ > 1, and
p > 0, are natural numbers and ¢ > p.

A rule of a neuron o; of an extended SN P system is enabled in the same way
with a rule of an SN P system, but it sends p, p > 0, spikes to each of the neurons
o; linked through synapses (i,j) € syn. If the rules in the above definition include a
delay, d, then they are generalizations of spiking and forgetting rules of the standard
SN P systems. When p = 0 a forgetting rule is obtained, where ¢ objects are removed
from the neuron.

The result of a standard (or an extended) SN P system can be defined in various
ways. Below we refer to the generative case, selecting two situations as presented in
[14, 22]. The result is obtained by counting either (i) the number of spikes received by
the output neuron at the end of a halting computation, or sent to the environment
during a halting computation, or (ii) the number of time steps executed by the SN P
system between the first two spikes sent out to the environment by the output neuron.
The type (i) of encoding the result of a halting computation will be considered for all
the SN P systems investigated in the paper, whereas type (ii) will be applied only for
standard and extended SN P systems.

For an SN P system, II, one denotes by A/ (II) all the results produced by II.



In some circumstances SN P systems with one or more input neurons will be
considered. In these cases these input neurons will be fed with spikes from the
environment.

2.2 Kernel P systems

A formal definition of a simple version of kernel P system (kP system) is given below
— more details regarding this model as well as its complete definition are available
from [9].

Any P system consists of a set of membranes (regions) connected in a certain way.
In a kP system each membrane, called compartment, is obtained (instantiated) from
a more general entity, called compartment type. Each compartment type, t, is given
by a finite set of rules, R, and an ezecution strategy, 9, i.e., t = (R,0).

The majority of the P systems, including SN P systems, introduced above, execute
the rules using a strategy that is applied in all membranes — a survey of such strategies
of using the rules is presented in [22]. In contrast to this, kP systems allow each
compartment to use a specific way of executing the rules.

T is a set of compartment types, T = {t1,--- ,ts}, where t; = (R;,0;), 1 < i < s,
consists of a set of rules, R;, and an execution strategy, J;, defined over R;.
Given a set of compartment types, T = {¢1,- - , s}, a kP system is defined below.

Definition 3 A kernel P system of degree n, n > 1, is a tuple
kIl = (A7 My 017 e 7Cn>i0)a

where

® A is a finite set of elements called objects;

® ;i defines the membrane structure, which is an unoriented graph, (V, L), where V
is a set of vertices representing compartments, V.= {Cy,--- ,Cy}, and L is a set of
edges connecting compartments, called links L = {{C,C"}| for some C,C" € V};

o C; = (ti,wip), 1 <i < n,isa compartment consisting of a compartment type, t;,
t; € T, and an initial multiset, w; o, over A; the compartment type t; = (R;,d;),
consists of a finite set of rules, R;, and an ezecution strategy, d;;

® iy indicates the output compartment where the result is obtained.

The kP system introduced above has one single type of rules, called rewriting and
communication rule. Such a rule has the form  — y(y1,t1) - (yn,tn) {g}, where
h>0,z€ AT, yc A*, y; € AT, 1 <i < h, and g represents a guard. Since now on,
this will be called rule. Before presenting the way the rule operates, we describe its
guard.

A guard is defined with relational operators (<, <,=,#,>,>) and Boolean oper-
ators (— (negation), A (conjunction) and V (disjunction)). A guard is assessed as a
Boolean condition for a given multiset, w, whenever the rule is checked on whether
it is applicable or not to w. For the guards written only with relational operators,
=a", < b™, > ¢ and a multiset w, the Boolean conditions assessed are |w|, = n,
lwly < m, |w|. > p, respectively, where |w|, means the number of objects x occurring



in w. Hence, the Boolean conditions above are true when the multiset w has exactly n
occurrences of a, less than m objects b, at least p objects ¢, respectively. More complex
guards can be written using Boolean operators together with relational ones.

Given a compartment C obtained from a type t = (R, §) and w the current multiset
of C, arule r : x — y(y1,t1) - (yn,tn) {9} is applicable to w if w contains the
multiset « and the guard (evaluated as a Boolean condition for w) is true. If the
compartment C' is connected with the compartments C; of type t; and {C,C;} € L,
then z is removed from w, y is added to it and y; is sent to Cj, 1 < j < h. If more
than one compartment of type t; exists and is linked with C, then one of them is
non-deterministically chosen to receive y;.

For a compartment type ¢ = (R,d) from T and rq,---,7s € R, ¢ is one of the
following execution strategies

® choice (alternative), denoted {ry,--- ,rs}, with the meaning: one of the rules appli-
cable will be non-deterministically chosen and executed; if none is applicable then
nothing is executed;

o mazimal parallelism, denoted {r1,--- ,74}T, means: the rules will be applied a max-
imal number of times; when the rules are applied an arbitrary number of times,
denoted {ry,---,7s}*, the execution strategy is called arbitrary execution; these
execution strategies have the meaning used for tissue P systems;

® sequential, denoted By --- By, k > 1, where B;, 1 < j < k, is either a simple rule or
any of the above execution strategies, means: executing By, --- , By one by one in
sequence, starting with By and stopping after By or immediately after any of the
Bj; which is not executed.

A configuration of the kP system kII at time step h is a tuple ¢, = (cp1,-- -, Chon),
where cj,; € A* is the multiset from compartment C;, 1 < ¢ < n. The initial
configuration is co = (w1,0,- .., Wn,0)-

Given two configurations ¢;, = (¢p,1,..-,Chn) and ey = (cp/ 1, - - -, Chr ) Of the kP
system klI and a multiset of rules M; applicable to ¢ ; from Cj, using ;, 1 < ¢ < n,
as execution strategy, a transition, denoted by ¢;, ==M1-Mn) ¢;, is the process of
obtaining ¢+ from ¢, by applying M; to cp 3, 1 <7 < n.

A computation in a kP system is a sequence of transitions cg = (M7, M)
yr Gt = (M}, My) ¢t+1 - -+ The multisets of rules may be dropped when these are
not necessary. A configuration is called final configuration, if no rule can be applied to
it. A computation ending in a final configuration is called halting computation. The
result of a halting computation is obtained by counting the number of objects appear-
ing in the output compartment of a halting computation. The kP system model do
not use the environment. Similar to the case of SN P systems, for a kP system, kII,
one denotes by A (KIT) all the results produced by KII.

The kP system model may use input compartments, similar to input neurons. In
such circumstances the input compartments use only their initial multisets, as there
is no environment to provide inputs.



3 SN P systems and kP systems

In this section the following topics are presented: (a) the mapping of several SN P
systems into kP systems, when the former use type (i) of encoding the result, i.e., by
counting the number of spikes received by the output neuron at the end of a halting
computation, or sent to the environment during a halting computation (in Subsection
3.1); and (b) the mapping of standard and extended SN P systems using rules with no
delay and type (ii) of encoding their results, i.e., by counting the number of time steps
executed by the SN P system between the first two spikes sent out to the environment
by the output neuron, into kP systems (in Subsection 3.2). Complexity aspects related
to these mappings will be presented at the end of each of these subsections.

We start by presenting informally some principles of building a kP system derived
from an extended SN P system. As we do not present the way they compute and
get the final results, we consider only SN P systems that do not use an environment.
In the example that will follow immediately afterwards, it will be shown how the
two systems compute the same results. The precise construction of the kP systems
corresponding to various SN P systems, where environment may be considered, will
be provided when formal proofs will be provided.

First, we identify the key structural elements of a basic or extended SN P system,
that are common to all those considered in this paper, and show their corresponding
counterparts in a kP system.

These key elements of an extended SN P system, as presented in Definition 2, but
having no delay attached to rules, are the neurons, their connections, called synapses,
and the rules. These are presented in Table 1 together with their counterparts in a
kP system.

SN P system kP system
Neurons - oi = (ns, Ri) ti =(R},0:),1<i<m
Compartments 1<i<m Ci = (ti, ws,0), ws,0 = a™
Synapses - (3,7) € syn {Ci,C} el
Links 1<4,j<miisj 1<i,j<mii#j
Rules reR;,1<i<m reR,1<i<m
r:E/a® —aP;c>p>0,c>1 ' ta® = (aP,t;,) ... (aP,t;, {9r}

Table 1: SN P system vs kP system structural elements

We observe on the first line of the table that for each neuron o;, 1 <1i < m, given
by the initial number of spikes, n;, represented in the system by a™¢, and a set of rules,
R;, the corresponding elements in the kP system are a compartment, C;, obtained
from a type t;, and having as initial multiset w; ¢ = a™*. Each type is given by a set
of rules R; and an execution strategy, d;, which is choice, corresponding to the way
the SN P system executes the rules in each neuron, where only one of the executable
rules is selected to run. As there is no environment for kP system models, when an
SN P system uses the environment, then the corresponding kP system will have one
more compartment — see the proof of Theorem 1.



On the second line it is shown that for each synapse between two distinct neurons,
there is a link between the corresponding compartments of the kP system.

The third line of the table describes how the corresponding rules of the kP system
are constructed in each compartment. Each rule r of R;, 1 <7 < m, may be executed
when the current multiset of the neuron satisfies the regular expression E which is
matched by the guard gg of ' from R}. When the regular expression is absent the rule
r may be executed if the current multiset of the neuron is exactly a€; in this case the
guard of 7’ becomes = a°. For the rules in Definition 2, one can have p = 0 as well. In
this case the rule 7’ becomes a® — X\ {gg} or a® — A {= a°}, depending on whether
r has a regular expression, E, or not. As through the execution of r, the spikes a?,
p > 1, are sent to all neurons, o;_, given that (i,i.) € syn, 1 < e < h;, then in the kP
system the rule v’ will send the objects a? to all the compartments corresponding to
the neurons o;,. When p = 0, r is a forgetting rule and r’ does not send anything to
other compartments, it only removes a¢ from Cj.

The example given below, a logical gate, presents a standard SN P system with
no delay, as well as the equivalent kP system, illustrating the principles of building
the kP system mentioned above.

The P systems presented in the next three examples are executed with the following
tools: the SN P systems using P-Lingua (for a presentation see [60], Chapter 2) and the
kP systems using kP-Lingua from kPWORKBENCH [1]. The computations produced
by these tools are summarized as tables, but also available, as traces of execution,
from the repository [27].

Ezample 1 Let 117 = ({a},01, - ,010,5yn, 10), be a standard SN P system using rules
with no delay, i.e., d = 0, as shown in Fig. 1. The sets of rules are R; = {r1; : a — a},
1=1,2,3,6,8 R ={r1i:a—a,r; : a® - a}, i =47 Ry ={r1;: a’ - a,ra i a— A},
1 =25,9, and R1g = (. The result of the computation, the number of spikes, is provided in
the output neuron, o19. This SN P system describes a logical gate computing the result of
the logical expression ((z V y) A z) A (z V z). The values 1 or 0 for the variables x,y, z, will
be provided in the input neurons o1, 02, 03, respectively, either as initial number of spikes or
entering from the environment. A spike present or entering an input neuron is considered 1
and no spike means 0. The following logical sub-expressions are computed: x V y in o4, x V 2
in o7, (xVy) Az in o5, and the given logical expression in og. The final result, either 1 or 0,
is obtained in o1g. The neurons og and og are meant to synchronize the outputs from various
sub-expressions utilised in the next computation step.

The kP system built from the SN P system II;, according to the principles mentioned
above and illustrated by Table 1, is presented below.

The kP system kII; = ({a}, u, C1,- - - Cio, 10), is given by

1. n = (‘/, L), and V = {Cl, s 010} and L = {{Cl, C’4}‘7 {Cl, 07}, {CQ, 04}, {C3, Cﬁ},
{C3,C7},{C4, C5},{C5,Co },{Cs, C5}, {C7,Cs }, {Cs,Co}, {Cy, Cro}};

2. each C; = (t;, w;,0) is obtained from a compartment type, t; = (R}, d;), 1 < i < 10,
with initial multisets wy 0 = &, w2,0 = y, ws,0 = z, where each of the z,y, z is either
a or A (equivalently, 1 or 0, respectively) and w; o = A, 4 < ¢ < 10. Compartments
C1,Cy and C3 are input compartments with initial multisets mentioned above.
The sets of rules are R} = {r]; : a — (a,t4)(a,t7)}, Ry = {r15: a = (a,t4)},
Ry ={riz:a— (a,t6)(a,t7)}, Ry = {ri 4 :a = (a,t5) {= a},ry, : a®> = (a,t5)},
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Flg 1: SNP system Wlth no delay, Hl, for (xVy)Az)

Ry = {riz :a® = (a,t0), 795 : a = A {=a}}, Rg = {ris : a = (at5)},
By = {rz:a = (o) {= a0 = (a,te)}, Ry = {5 : @ = (a,to)},

5 = {r’l’g a® = (a,ti0),mh9 : a = A {= a}}, Rjy = 0; each execution strategy,
0;,1 <19 <9, is choice (alternative) and 619 = 0.

Table 2 shows how the SN P system using only rules with no delay presented in Fig. 1
evolves from the start until the result is obtained for the input values x = A or a, y = 2z = a.
When the content of a neuron has two values (for instance, a/a2 in o4), the first value is
obtained for the inputs * = A\, y = z = a and the second for inputs z =y = z = a.

Steps 0’1(12) O'Q(y) 0'3(3) g4 05 g6 lojrd g8 o9 010
0 Aa a a - - - - - - -
1 - a/a? - a | a/a? - - -
2 - - - - a? - - a - -
3 - - - - - - - - a?
4 - - - - - - - - - a

Table 2: SN P system with no delay, I3, sequence of steps

The table corresponding to kIl; is the same as Table 2, with C; replacing o;, 1 < i < 10.

3.1 Relationships between SN P systems and kP systems

Now, one can prove that any standard SN P system with no delay is mapped into
a kP system having the same outputs; and similarly for an extended SN P system.
Before proceeding with this investigation, a remark is made regarding the relationship
between the regular expressions which appear in the rules of an SN P system and
guards occurring in the rules of the corresponding kP system.

In order to map the SN P system rules into kP system rules, the regular expression
that may be attached with an SN P system rule has to be transformed into a guard

10



of the kP system rule. Some examples of regular expressions and the corresponding
guards are described below.

First, let us consider some finite regular expressions: a, a? and a? U a®. The cor-
responding guards are: = a, = a?, and = a® V = a°, respectively. For the infinite
regular expressions, at, a®a® and a? U a®a*, the corresponding guards are > a, > a®,
and = a® V > a’, respectively. However, there are infinite regular expressions, such
as ()T, which don’t have corresponding guards, as some arithmetic expressions to
denote multiples of k cannot be expressed with the current guard definition. There
are ways to simulate infinite regular expressions such as (a*)* within the context of
kP systems with sequences of rules that extract blocks of & symbols from a multiset,
but they increase significantly the complexity of these P systems and the solutions
provided may require adaptations when different mappings are applied. Hence, they
are not considered in the paper. However, with the current guards one can trans-
late the simplified form of infinite regular expressions (i.e., a*) used in the proof of
Turing completeness [13]. There are also variants of SN P systems that do not use
regular expressions, but some other conditions for selecting the rules, such as SN
P systems with weights, potential and threshold [55], or with polarizations [38, 58].
These variants will be presented later in this section.

Remark 1 In the sequel we consider that each of the SN P systems considered uses in its
rules only regular expressions that can be translated into a guard of the corresponding rule
of the kP system.

Now, we focus on standard/extended SN P systems using only rules with
no delay. A sketchy mapping of any standard SN P system, having rules with no
delay, into a kP system is provided in [12]. In the proof of the next theorem the
complete process of constructing a kP system for a given standard/extended SN P
system using rules with no delay is described.

Theorem 1 For any standard or extended SN P system, using only rules with no delay, 1.,
there exists a kP system, klle, such that N'(Ile) = N (kIle).

Proof Given that a standard SN P system is a particular case of an extended one, the later
will be considered below.

Let Il = (0,01,...,0m,syn,ig) be an extended SN P system, where O = {a}; o; =
(n;, R;), 1 < i < m, with n; > 0, being the initial number of spikes in the neuron and R; the
set of rules of the form E/a® — o, where ¢ > 1 and ¢ > p > 0; syn the set of synapses between

neurons; and i, the output neuron. The following kP system, kIl = (A, u, C1,- -+, Cn,ig),
described below, is constructed based on the principles illustrated by Table 1.
1. A=0.

2. For each neuron o5, 1 < i < m, of Il, there is a compartment C; = (t;, w; ) in
kII. obtained from a compartment type t; = (R}, 0;), as described in Table 1.

If II. uses the environment for sending spikes from the output neuron, then a

compartment Cy, 1 = (tymt1,A), where t, 41 = (0,0), is added to kIL.. This means
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that C,+1 has no rules and no execution strategy is needed. So, n = m + 1 or
n = m, depending on whether the Il is using or not the environment.

3. 1= (V, L), where V is the set of compartments and L contains all the edges (links).
The set V' consists of all the compartments, C;, 1 < i < n, and L includes a link
{C;,C;} e L, if (4,7) or (j,4) is in syn. When the environment is used by II., then
a new link {C;,, Cpnt1} is added to L.

(a) Let r;; : Ej;/a%" — aP € R;, 1 < j < k;, be a rule of the neuron o,
1 < i< m,i#ig, connected with ;_, 1 < e < h;, h; > 1 (i.e., (i,ic) € syn).
If pj; > 1, then a rule 7%, : a%¢ — (aPis, til) oo (@b, ) {gE,,} is added
to R, the set of rules of type t;, where g, , is the guard obtained from the
regular expression Ej;;. If p;; = 0, i.e. TN is a forgetting rule, then a rule
a%t — X {gg,,} is added to R;. In the case of the output neuron, o;,, similar
to the other neurons, for each rule 7 ;, : Ej;,/a%i0 — aPiio € R;, 1 < j < kg,
Dj,io > 0, in the compartment type t;, a rule 7“’ is added to R;O if I, does not
use the environment. Otherwise, to the right hand side of 7} o,; above it is added
(aPisio  t,11), which means that aPs-io is sent to Cyyq1. When Dj,i, = 0 then the
right hand side of 7% ; is A.

(b) The execution strategy d; is choice.

(¢) wip=a",1<i<m.

4. The output compartment of the kP system is Cj,.

One can show by induction that Sg = S1 = --- = S} is a halting computation in I,
iff co = c¢1 = - -+ = ¢t is a halting computation in kIle, with Sy, = (Sh.1," - , Sh,m» Sh.E)
(Sh,E appears only when the environment is used to get the result) and ¢, = (wp 1, , wh p)
(n = m, when the environment is not used by Il and n = m + 1, otherwise), such that
ahi = wp 5, 1<i<m, a®"F = wp i1, 0<h <t

When the environment is not used, then Sj, g and wy, ;m41, 0 < h < ¢, are dropped.

We have that a0 = wo,i, 1 <1 <m, a%0E = WO, m41-

If for any h < t, S, and c¢; satisfying the above relationship, ie., ¢, =

(ashv1,~~~ ,ash'""', aSh’E), then we show that cp41 = (aSh“’l o ,ash+1>’"', aSh“vE).
(i) First, we show that if S, = (Sh1,-,Shm ShE) = Shy1 =
Sh S S .
(Sh+1,1> " »Sh41,m> Sh+1,E), then cppq = (a”h+11, ... @”hFlm g°h+1.2) Indeed, in S,

for any 1 < ¢ < m there is at most one rule r;; € R;, 1 < j < k;. In ¢, the rules
7“;71' € R, 1<i<m,1<j<k;, are used in the next computation step in kIl.. Accord-
ing to the definition of kIle the rules r})i and their corresponding rules T4 in II. are
applied in the same circumstances (guards gE; ; and regular expressions Ej; are satisfied

for the same conditions), consume the same inputs and produce the same outputs. Hence,
S S S
Chil = (a h+1,17,__ ,a h+1‘m,’a h,+1,E).

(ii) The other part of the equivalence is similar.
It follows that IT. and kIle produce the same results and N (Ile) = N (kIle). O

In the sequel different variants of SN P systems are considered together with their
mapping into kP systems. In each of these cases the focus will be on the new features
introduced or changes made to standard or extended SN P systems and the ways
these are reflected in the kP systems associated with them.

SN P systems with colored spikes [52] use a set of different types of spikes.
Applications of this model have been studied in [33]. Formally, this is given by
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II.. = (0,01,...,0m,8yn,io), where the alphabet consists of colored spikes, O =
{a1,--+ ,a4}, where g > 1, is the number of colors. For any neuron o;, 1 < i < m, the
rules of R; have the form r : E/a$" ---ag” — al* - - ay?, where E is a regular expres-
sion over O, ¢; > p; > 0 and ¢; > 1,1 < j < g. The result produced by II. . is the set
of tuples (21, - ,z,), where x; is the number of spikes of color 1 < j < g, counted in
the output neuron at the end of a halting computation or in the environment during
a halting computation.

Corollary 2 For any SN P system with colored spikes, Ile ¢, there ezists a kP system, klle c,
such that N (Ile,c) = N (klle,c).

Proof Similar to the proof of Theorem 1, for a given SN P system with colored spikes, Il¢ c,
one constructs a kP system, klle .. For any rule »r € R;, 1 < ¢ < m, as above, a rule
v altcag? — (@t cah? ) (el -a§g7tihi) {gEr} is added to the set of rules R;.
The proof of equivalence of the two P systems is similar to the proof of Theorem 1.
O

SN P systems with multiple channels [46] use channels associated with
synapses which distinguish certain synapses that are used for passing spikes between
neurons; the rules of such P systems refer to channels instead of synapses. Each chan-
nel is described by a label from L, L C N, i.e., (i, 7,1), where (i, 7) is a synapse linking
the neurons o; and o; and [ is the label of the channel associated to the synapse. The
rules have the form r : E/a® — aP(l), ¢ > p >0, ¢ > 1, 1l € L. This means that when
such a rule is applied in neuron o; the p spikes are sent to the neighbouring neurons
connected with synapses of the same label, [, instead of all the neurons connected
through synapses.

Corollary 3 For any SN P system with multiple channels, lle mc, there exists a kP system,
klle,me, such that N'(e,me) = N (klle,me)-

Proof The proof is almost identical with the proof of Teorem 1. The only difference consists
in defining the rules: for each rule r in o; there exists a rule 7’ in the set of rules R} of
the compartment type t; which sends a” objects only to the compartments corresponding to
neighboring neurons linked with o; through channel [. ]

An SN P system with anti-spikes, introduced in [28], has the following new
features that do not exist in standard or extended SN P systems: (i) an alphabet
consisting of two objects, a and a, called spikes and anti-spikes, respectively and (ii)
rules of the form E/b¢ — b or E/b¢ — A, where each of b and b’ are either a or a.
When both a and a appear in a neuron, after receiving them from other neurons, a
rule aa — A is immediately applied in a maximal parallel manner, before any other
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rule is used, such that if one gets a® and a? then either a®~¢ or a*~¢, depending on

whether e > d or d > e, respectively, is obtained. This acts as an annihilation rule
removing all pairs a,a. When the environment is used for getting the results, then the
output neuron sends only spikes and no anti-spikes. One can observe that the rules
of these SN P systems are similar to those of the standard SN P systems using rules
with no delay.

Theorem 4 For any SN P system with anti-spikes, 1lqa, there exists a kP system, kllaa,
such that N'(laa) = N (kllaa).

Proof This proof will show how the two new features of SN P systems with anti-spikes are
considered in their mapping into kP systems.

Let us consider an SN P system with anti-spikes, Ilag = (O, 01,...,0m, syn,ip), where
O = {a,a}; o; = (n;, R;), 1 < i < m, with n; > 0, the initial number of spikes in the
neuron, and R; is the set of rules of type E/b° — b’ or E/b¢ — A, where b,b’ € O; syn
the set of synapses between neurons and ig, the output neuron. We construct a kP system
kllaa = (A, pu,C1,- - ,Cn,ig), similar to the proof of Theorem 1. The rules of kll,z are
slightly different in this case: for every rule r : E/b° — b’ € R;, where b,b’ € {a,a}, a rule
bt — (V). (b/,tihi) {9g} is added to R} and when r : E/b° — X is in R;, then a
rule 7’ : b° = X {gg} is added to R}. Every set of rules R}, 1 < i < m, of C; contains an
additional rule, which is re : aa — A, hence, the number of rules of R;» is the number of rules
of R; plus one. The compartment C; is constructed from the compartment type ¢; with the
execution strategy &; = {re}T{rll, . ,r%i}, where k; > 1, is the number of rules in R;. The
execution strategy is a sequence with two blocks, the first one is a maximal parallel execution
of e and the second one is a choice from the set of rules associated to those in R;.

One can easily observe that in any computation in kllsz, in each step, apart from the
first one, the first block of the execution strategy is equivalent to an annihilation rule and for
the remaining objects a or a, one of r;-, 1 < j <k, is selected to be executed. At the end of
each step the components may contain both a and @ and the annihilation is done in the next
step. For this reason, if the result produced by Il,z is obtained in the environment, then in
the compartment Cy, 41 of kIl4a there is no need for annihilation, as only objects a are sent
to Cpy41. Otherwise, an additional step may be required for computing the result of kllyg.
Hence, if the number of steps of a halting computation of Ilaz is ¢ then the corresponding
halting computation of kllsz may require t 4+ 1 steps.

In order to show that the two P systems produce the same results one can use the
approach presented in the proof of Theorem 1. Consequently, N (Ilqa) = N (kllaa).

O

Now, the case of SN P systems using rules with delay is considered. Similar
to Theorem 1, the rules of these systems will be of the extended type, but will include
a delay as well.

Theorem 5 For any standard or extended SN P system using rules with delay, 11, 4, there
exists a kP system, kI, 4, such that either N'(kIl, 4) = N (Il 4) or N (kIl, 4) = N (I, 4)+3.
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Proof Let1l, 4 = (O,01,...,0m,syn,ip) be an SN P system, where O = {a} is the alphabet;
o; = (ns, R;), 1 <4 < m, is a neuron consisting of an initial number of spikes, n; > 0, and
a set of rules, R;, of the form E/a® — aP;d, where d > 0; syn is the set of synapses; and
ig indicates the output neuron. If the set R;, 1 < i < m, has rules with delay and the total
number of rules is k;, k; > 1, then the rules can be reordered such that the first rules are
with no delay, rj; : Ej;/a%t — aPii, 1 < j <1l; <k, l; >0, and the rest are with delay,
rii : Eji/a®t — aPiisdig, I+ 1 < j < k;. Let us denote by min the minimum of all [;
and Max the maximum of all k;, 1 <i <m. Rp, Rp = Max — min, denotes the maximum
number of rules with delay that may appear in any of the neurons.
The following kP system, kIl 4 = (A, u,C1,- -+, Ch,ig), is constructed, where

—_

. A={a,b, f,0,c} U{a;| min+1 < j < Mazx}U{v;| min+1 < j < Max} is the

alphabet.

2. n,u and g are as in Theorem 1.

3. The compartment type is t; = (R}, d;) and w; o = a™ if R, contains only rules with
no delay and w; o = a™ f%0 if R; contains rules with delay. The two additional
symbols, f and o, are used to handle the simulation of the delay. If R; contains
only rules with no delay, then R} is built as in Theorem 1.

4. If R; contains rules with delay and p;; > 1, then the set R} has the following rules

it acht = (aPrit) - (aPiity, ) {9, A= o0}, 1 <j <1, l; >0 (correspond-

ing to the rules with no delay, r;;, from o;); and, for the rules with delay, r;;,

li+1< 5 <k, from oy,

cofaSii — cuja?j‘i {ogg,, N=0}, i +1<j < ks

o vy = fo(aPii by ) - (aPristy, ) {= a5}, L+ 1 < j < Ky

Tiigia; = A{>a}, i +1<j <k;and

T;ci—&-l,i fa— A {(2 a1 VooV 2 aki)};

Thiroi b= a{(=ay41 V-V =uag)}

r;i+37i ca—=b{= [}

The case p;; = 0, corresponding to a forgetting rule in Il 4, is handled similar to

Theorem 1 and is left as an exercise.

The case when the output neuron o;, has no rules with delay is handled as
in Theorem 1. If o;, includes rules with delay, then the rules T;,z’w 1 <5 <1y,
corresponding to rules with no delay in o;,, are treated as in Theorem 1, whereas
for each of the rules T;,io, li, +1 < j < k;,, corresponding to rules with delay in
0o, the following changes are made: (a?ii,t,,11) is added to the right hand side
of 7’ ;. 5, which means that when o;, will become open, the compartment C;, sends

aPiio to Chyyq-

5. The execution strategy, d;, 1 < i < m, is the sequence BBy B3B,, where

By =A{ri o Ui alli + 1<) < ki, 1 <h <2}

By = {T;Ci+1,i’r;ci+2,i}T; B3 = {7’3,2',3}§ and By = {T;c71+3,i}T'

B; and B3 denote choice strategies, i.e., only one of the applicable rules from
the sets defining the blocks is selected and executed. By and B4 blocks describe

maximal parallel executions of the rules.

/
T
!

Subsequently, the kP system kIl. 4 work is described.
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In the compartments corresponding to neurons that do not contain rules with delay the
rules are executed according to the choice execution strategy, as described in the proof of
Theorem 1.

Now, we consider compartments C;, 1 < ¢ < m, containing rules with delay and denote
this case with (*). In each such compartment, when o is present, i.e, it corresponds to o;
being open, a rule is applicable if its left hand side is contained in the current multiset of
C; and its guard is true. This happens in two cases, when: (i) the rule is réﬂ-, 1 <5<,
or (ii) r;ﬂ.’l, l; +1 < j < k;; both are from Bj. If r;.’i, 1 < j <, is applied, then none of
the rules from other blocks is applicable, due to their guards. Consequently, the execution
of the corresponding rule, 7; ;, from R;, with no delay, is simulated. If r;,i’l, Li+1<j<k;
is applied, then it starts simulating the behaviour of the rule r; ;, with delay, from R;. The

rule 7’371‘,1 consumes objects o, f and a“!, producing ¢, v; and a? objects. The rule r;ﬂ-’l
simulates the first part of executing r;;, when the status of the neuron o; becomes closed
(in C; the object o is replaced by ¢ and a“!, which represents the left hand side of 7, is
consumed). The d; ; objects a; correspond to the delay d; ; introduced by 7 ;. After applying
the rule, only one single f remains in C;. Then, from the rules of the blocks B2 to By, only
T;w 43, 18 executed in maximal parallel way, by transforming all the remaining objects a, if
any, into objects b. Now, o; being closed, it won’t send or receive any symbols for d;; — 1
steps. During that time, in C}, the block Bj is no longer executed, due to the guards of the

3>t

rules being false. As long as d;; > 1, equivalent to the number of objects adj’i being greater
than or equal to 1, the only executable rules are those occurring in blocks B2 and Bs. The
rule r;% 1, from Bs, executed in maximal parallel manner, erases all the objects a that may
have come from the compartments corresponding to neurons that send spikes to o; which is
closed. The rule r;-,i73 from block B3 decreases the number of a; by one. The final block, By,
is no longer executed as all the objects a have been consumed in block Bz. In the final step,
when there is only one object aj, the rules that are executed are r;»mz, from Bj, and those
from blocks By and Bs3. The rule T;’,i,Z delivers aP’? objects to the linked compartments
corresponding to the neighbours of o;, restoring the two objects f and introducing an object
o corresponding to open status of o;. The rules rfcﬁ_u and r;i+27i, applied in a maximal
parallel way, remove objects a previously received and restore the objects a that remained in
C; after applying T;‘,i,lv respectively. Finally, r;-71-73 removes the latest a;. In this final step,
r;ci +1,; 1s not applicable as there ar no available objects a.

Let Nyq = {ilo;,1 < i < m, has only rules with no delay}. If II, 4 uses the environment
then Npg = Npg U {m + 1}.

One can show, following Theorem 1 proof, that Sop = S; = --- = S¢ is a halting
computation in Il, g, iff co = ¢ = -+ = ¢, is a halting computation in kII, 4, with
Chyi = aS”'vi, when ¢ € N,q,

Chi = fQOaShvi, when i ¢ N,q and o; at step h is open,

ch,; includes the objects cfa?j’i, when i ¢ N, q and o; at step h is closed for d;; steps; and
1<h<t.

From the case (*), it results that when o; is closed for dj; steps, then cpyq;,: =

f2oash+dj,i=i and o; is open at step h + d; ;.

The results produced by the kIl 4 are the same with the results produced by II. 4, when
the output neuron does not include rules with delay or when the results are obtained in the
environment. Otherwise, if in the output neuron of II, 4 the result is the multiset M, then
the result in the output compartment of kIl 4 is M f20. Consequently, N (KL, q) = NI q),
in the first case, and N (kI 4) = N (Il 4) + 3, in the second case.

O
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Ezxample 2 A solution using SN P systems with delay to the logical gate introduced in Exam-
ple 1 is presented in Fig 2. A rule with delay 1 appears in neuron o3. When the rule will
spike an a, after a delay equal to 1, this is sent to o5 and o7. Other changes made to the SN
P system presented in the Example 1 are the following: neuron og is now connected to oy
((1,6) € syn) and o7 ((6,7) € syn), and the neuron og is no longer used.

‘
U>< h <
— >
o2 06 / o9 10

g3 o7

Fig. 2: SNP system with delay, IT; 4, for ((x Vy) Az) A (x V z)

v

Table 3 shows how the SN P system with delay, II; 4, presented in Fig. 2, evolves from
the start until the result is obtained for the input values x = A/a, y = z = a.

Steps | o1(z) | o2(y) | o3(2) o4 o5 o6 o7 09 | 010
0 A a a a - - - - - -
1 - - - a/a? - A a - - -
2 - - - - a? - a/a? - -
3 - - - - - - - a?
4 - a

Table 3: SN P system with delay, II; 4, sequence of steps

The kP system kIl 4 = ({a,b, f,0,c,a1,v1}, 1, C1, - - - C7, Cy, C10, 10), built according to
Theorem 5 is given by

w = ({C1,---C7,Cy,C10},V), and V. = {{C1,Cs},{C1,Cs}, {C2,C4}, {C3,C5},
{C3,C7}, {C4,C5},{C5,C9},{Cs,C7}, {C7,Cy},{Cy,Ci0}}; where each C; = (t;,w; ) is
obtained from a compartment type, t; = (R},d;), 1 < i < 10, i # 8. The initial mul-

tisets w10 = x, w20 = Yy, w30 = zfzo, where each of the z,y,z is either a or A\, and
wig = A, 4 < i <10, i # 8 The sets of rules are: Ry = {r1; : a = (a,t4)(a,te)},
R/2 = {7"/172 ca — (a,ta)} Rﬁl = {7“/174 ca = (a,ts) {= a}77“/274 a2 o (a,t5)},

R’5 = {r’175 ca? > (a,tg),réj ca— XN {=a}}, Rg = {r’1’6 ca — (a,t7)}, R'7 = {r'177 a —
(a,t9) {= a},r’zj ca? = (a,t9)}, Ry = {7'/1’9 ca? = (a,tlo),’f’/z’g ca — X {=al}}, Rly = 0.
Each execution strategy, d;,1 <14 < 9, i # 3,8, is choice and d19 = 0.
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R’ includes the following rules

7“/173,1 :ofa — criar {= o},

7“/173,2 cevy = fola,ts)(a,t7) {= a1},

ra3:a1 = A {>a1}},

7"273 ta— A{>ai}},

7"373 b= a{=a1}},

7{173 ta—b{=f}}.

One defines the following blocks: By = {7'/1,3,1a7"§,372}: By = {r’273,r§73}T, B3 = {r} 33} and
By = {Ta,s}T-

The execution strategy is the sequence d3 = B B2B3By. Table 4 shows how the SN P
system with delay, kIl; g, works. One can notice that f2o is included in C3 as additional
objects and they remain in this neuron up until the end of the computation. In C'3 the rule
r’173’1 is applied to simulate the rule 71 3 in o3; this rule consumes an object a and introduces
cfviay, showing that the compartment simulates the state close of o3 for one step. The
object a is released to C5 and C7 in the third step, whereas the contents of C' become f20.
In the other compartments there are only rules with no delay and kII; 4 behaves in these
compartments similar to kIl;. The two P systems produce the same results.

Steps Ch (33) Cs (y) 03(2) Cy Cs Cs Cr Coy Cho
0 Aa a af?o - - - - - -
1 - - cfriar | a/a? - Aa - - -
2 - - f?o - a? - a/a? - -
3 - - f?o - - - - a?
4 - - f?o - - - - - a

Table 4: kP system with delay, £II; 4, sequence of steps

SN P systems with weights on synapses [32] use extended rules with delay,
adding a new feature, positive integers, as weights, on synapses. For such an extended
SN P system, one can write syn C {1,...,m} x{1,...,m} x N. For a synapse (i, j, w),
i # j, if p spikes are emitted by o;, then p x w spikes are received by o;.

Corollary 6 For any SN P system with weights on synapses, Iy, there exists a kP system,
kILy, such that either N'(kIlw) = N(Ilw) or N (kIlw) = N (Ily) + 3.

Proof The kP system kIl is obtained from the proof of Theorem 5, by adding the

contribution of the weights to the right hand sides of r;ﬂ- and 1";-72-72.

The rules of the compartment type t;, 1 <4 < m have the following forms, when p;; > 0,
1<5 <k r} DAt — (aPTL gy ) (@B, ) {g;, A = o}, where 1 < j <,

st Th;

l; > 0 and r;ﬂv’z sevy = fo(aPPiX™M g ) (aPPiXWhi Ly, ) {= aj}. The case p;; = 0,
1 < j < k4, can be easily handled from the proof of Theorem 5. O
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A slightly different variant of SN P systems with weights is introduced in [55],
where the concept of SN P systems with weights, potential and threshold are
used. Rules with delay are not used for this model. The potential and threshold are
computable real numbers (from the set R.). In such an SN P system of degree m, for
each neuron, o;, 1 < ¢ < m, there is an initial potential, p; € R., and a threshold,
T;, T; > 1, attached to it. The neuron contains spiking rules of the form T;/q;; — 1,
1 < j < k;, for some k; > 1 and ¢;; € R, such that 0 < ¢;; < T;. The threshold
act as a guard of the rule, replacing the usual regular expression, and the potential
appears instead of a spike. Similar to SN P systems with weights introduced in [32]
and discussed above, every synapse has a weight, but now from a different set. The
form of a synapse is (4,7, w), where 4,5 € {1,...,m}, i« # j, and w € R, is the
weight of the synapse. Given that at a moment, the potential of the neuron o; is
p € R, a spiking rule is executed as follows. If p = T; then any rule belonging to
the neuron oy, T;/q;; — 1, can be applied, decreasing the potential of o; by ¢;,; and
sending a potential 1 to each of the neurons ¢; such that (7,j,w) € syn. Neuron o
receives the potential w, which can be either positive or negative. One can note that a
negative weight, w, acts similarly to an inhibitory synapse [28] that transforms spikes
into anti-spikes (1, a positive potential, will arrive as w, a negative potential, in o).
When p < T; the potential will become 0, i.e., potential p will be removed from o;. If
p > T; then no change of potential occurs in ;. In the proofs provided in [55], Turing
completeness is obtained when Z is utilised instead of R.. The theorem below refers
to weights in Z.

Theorem 7 For any SN P system with weights, potential and threshold, 11y, p ¢, there exists
a kP system, kIl pt, such that N (Ily,p¢) = N (kIlw,p,¢)-

Proof Let us consider an SN P system with weights, potential and threshold, Il p: =
(o1,.-.,0m, syn,ig), where o; = (p;, R;), 1 < i < m, with p; the initial potential of the
neuron, and R; the set of rules of the form T;/q;; — 1, 1 < j < kj, such that 0 < g;; <
T;. Similar to the proof of Theorem 1, a kP system, kILy p¢ = (A, u,C1,---,Cn,io), is
constructed. In this case we take A = {a,a} (here a and @ play the roles of the objects used
in the mapping of SN P systems with anti-spikes into kP systems).
The set of rules R} includes:
o i adht = (Bt ) (00t ) {= a®i}, where b = a, when w, > 0 and b = a,
when —w, <0, 1 <e < h;, corresponding to rj; : T;/q;; = 1,1 < j <k
® 1,5 :ad — A {>a A > a}, tosimulate in C; the difference between positive and
negative potentials, when both appear in oy;
® r,:a— X {<a’i}, corresponding to the case when the potential in o; is less than
T;; this will become 0;
® rz:a — A, when a potential is negative then is always made 0.

The execution strategy is a sequence §; = {ra,a}’ {ra, ra}T{r’u, e ,rfcq_ i+ If there are both
positive and negative potentials, the difference of the two is made (ﬁrét block executed in
maximal parallel manner) and either the potential is less than T; (second block of rules) or
equal to T; (last one, selecting arbitrarily one of the k; rules) is executed.

19



Similar to the proof of Theorem 4, one can show that the results produced by the two
P systems are the same and for any halting computation of Il p: of ¢ time steps the
corresponding halting computation of kIl p ¢+ has t or ¢ 4 1 steps. O

SN P systems with polarizations [38, 58] represent a variant of SN P systems
whereby regular expressions are replaced by electrical charges, 4+, —,0. Each neuron
of the system has a specific electrical charge. The rules have the form «|a® — a?; 3,
where o, 8 € {+,—,0}, ¢ > 1 and 0 < p < 1. A rule is applicable when the number
of spikes of the neuron o;, is greater than or equal to ¢ and the electrical charge of
the rule coincides with the electrical charge of the neuron. If the rule is applied, then
c spikes are consumed from the neuron and a and 5, when p = 1, or only 3, when
p = 0, are sent to all neighbouring neurons, o, (4,j) € syn. After electrical charges
are received by a neuron, its current electrical charge plus those received follow the
calculation: (i) several +'s, several 0's and several —'s produce one +, one 0 and one
—, respectively; (ii) + and — lead to 0; (iii) + or — is not changed by 0.

Theorem 8 For any SN P system with polarizations, Ilp, there exists a kP system, kIlp,
such that either N'(kIlp) = N(Ilp) or N (kIIp) = N(IIp) + 3.

Proof Let us consider an SN P system with polarizations, II, = (O,01,...,0m, syn,ip),
where O = {a}, 0; = (n4, R;), 1 < i < m, with n; > 0, the initial number of spikes in the
neuron, and R; the set of rules a|a® — aP; 8, where o, 8 € {+,—,0},c>1and 0 < p < 1. The
initial electrical charge of o;, 1 < i < m, is ;. syn is the set of synapses between neurons and
i0, indicates the output neuron. Let us consider the kP system kII, = (A, u,C1,- -+, Cn,ig).
A ={a,+,—,0, f} is the alphabet. As in the previous cases, n = m or n = m + 1. For each
neuron oy, 1 <4 < m, with initial electrical charge o, a compartment C; = (t;, w; o) of type
t; = (R;, 9;) is constructed, with the initial multiset w; g = a”ifQOzi, where a" corresponds
to the initial number of spikes of o;, a; is the electrical charge of the neuron o; and f,
occurring with multiplicity 2, is a flag used in computing the electrical charge from a multiset
of electrical charges. For each set of rules R;, with rules r;;, 1 < j < k;, one creates the
set of rules R;. Before presenting the rules of R}, the following disjoint guards are defined
Gg=C0A>+A>-)V(KOA>+A>)V(EOA<S+ AL —);
g+ =C0A>+ A ) V(KON 2+ ALK —);
g—=(CO0NZ=A<H)V((KOA =A< +).
A guard gz, © € {+,—,0}, is true when the calculation based on steps (i) - (iii), given
before Theorem 8, is applied to the multiset over {+, —, 0} from the current multiset of the
compartment C; and leads to z. For example, in the case of gg there are three possibilities
when the occurrences of 4+, —, 0 from C; lead to 0: (a) at least one of +, —, 0; (b) at least one
of 4+, — and no 0; and (c) at least one 0 and no +, —. For (a), applying first (i) then (ii) one
gets two objects 0 and using again (i) yields 0. For (b), one 4+ and one — are obtained by
applying (i) and then one 0 is produced using (ii). Situation (c) requires only step (i) which
leads to one 0.

The set of rules Rg, 1 <i < m, consists of the rules defined below.

e for every rule
Tji@jila%t =y B0 € Ry, 1 < j <k, where y = a or y = A\, R} contains

/

Tj,i pa%t — (yﬂj,ivti1)7 e 7(yﬁj,i7tihi) {gaj,i}7 where y=aory= >\1
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® 7’; : f - {gz}v T e {+7_7O};
e x> M=f} xe{+, -0}
« i f s = 1)

The execution strategy ; = By B2 B3, is a sequence, where B] = {r/lﬂ-, e T;CM-}, By =
{rﬁr,r/,,r(')}, B3 = {rﬁﬁe,r/,’e,ré,e,r}}T. Bj is a choice, executing at most one of the rules
r;7i, 1 < j < k;, with the guard g, being true (o; and 7;; have the same electrical charge,
a;;). Bz is also a choice, producing in C; the object z when gz is true. This corresponds
to the electrical charge of o; based on the calculation steps mentioned above. Finally, all
remaining objects, if any, corresponding to electrical charges are removed and the two objects
f are restored, by executing the rules indicated by Bj in a maximal parallel manner. It results
that the object corresponding in a compartment C; to the electrical charge of o;, 1 < i < m,
is obtained in the next step.

When the environment is used by the SN P system, an additional compartment is needed
in kIIp. The environment is used by II, only to collect the result, having no electrical charge.
The corresponding compartment in kII, may be defined as for the other kP systems, Cy,41 =
(tm+1, ), where ty41 = (0,0). Also, a link {C;,, Cm+1} is added to kII, and the rule 7“3-71-0
has on its right hand side only y instead of yf3; ;,, which means that no electrical charge
object is sent to Chp41.

As in the proofs of the previous theorems, one can show that Sg = S; -+ = St is a
halting computation in Iy, iff co = ¢; = -+ = ¢y is a halting computation in kII,, with
Sh = (Shas s Shm)sch = (Chs+ sChm) and cpy = Spif>M;, 1 < h <t 1< i <m,
where M; is a multiset over {4+, —,0}; when n =m + 1, ¢ m41 = Shmy1, L <h <L

One can notice that if I, uses the environment and produces s spikes, then and kIl
produces the result a® and t' = t. Otherwise, if ITp produces the number of spikes s in the
output neuron o, then kII, produces in C;, the result anQaiO and t' = t + 1. Hence,
N (kIlp) = N(IIp) or N (kIIp) = N(IIp) + 3.

O

Remark 2 If two rules from R; are identical, but the guards are different,

79171' : aC — (yﬁa t’h)a ) (yﬂ7t’bh1) {gajl,i}a and

Tipi s a¢ = (WBitiy), - (YBstiy, ) {9ay,..}» Where gay, ; # gay, » ¥ = a or y = A, then they
can be replaced by a single rule with a guard being the disjunction of those that appear in
the rules,

7";'1,1' ca® = (yBiti,), - 7(y,@,tihi) {9aj,.: V 9ay, .} One can apply the same process for
three rules as well, where the disjunction of three conditions is used. No more than three
such rules may appear as this is the maximum number of potential polarizations.

Ezxample 3 In Figure 3 is presented a solution to the logical gate. This is formally given by:

I, = ({a},01, -+ ,010, 5yn, 10), where the sets of rules are Ry = {ri1 : +la — a;+},
Ry = {rip: —la = a;—}, R3 = {ri3: —la = a;—}, Ra = {r14 : +la = a;+,724 :
—la = a;+,r3,4 : ()\a2 — a;+}, Rs = {r15 : +la = a;+}, Rg = {r16 : —|la = a;—},

Ry ={ri7:4]a—= X0,m27: —|la = X;0,73,7 : O|a2 —a;+}, Rg={r1,8:+la »a;—, 235 :
—la — a;—,r38: 0|a2 —a;—}, Rg={ri9:+la—= X0,r29: —|a— A0,739: 0|a2 — a;0},
Rig = 0.

21



+la—a;+
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Fig. 3: SNP system with polarizations, I ,, for ((z Vy) A2) A(zV 2)

The Table 5 presents how this SN P system evolves. For each step one line is for the
polarizations of the neurons and the second contains their contents, when the inputs z = \/a,
y = x = a are used.

Steps | o1(z) | o2(y) | o3(2) o4 o5 og | o7 o8 o9 | o010

0 + - — 0 + — 0 0 0 0
A a a a A A A A A A A

1 + - - =0 + | =10 0 0] o
A A A a/a® | N\a | a A A A A

2 + - — =0 + | =]lo]|-=p0|o0o] o0
A A A A A A a? | a/a? A A

3 + - — | =0 + | =|o]|=p0|o0] 0
A A A A A A A A a? A

4 + - — | =0 + | =]o|=0|o0o] o0
A A A A A A A A A a

Table 5: SN P system with polarization, 1I; ,, sequence of steps

Now, one can build a kP system, kIIy j,, using the construction provided in the proof of
Theorem 8. The set of rules {r, : f — = {ga}|z € {+,—, 01} U{rhc 2 = X {= f}z €
{+,—,0}}U {r} : f = f2 {= f}}, introduced in that proof, is denoted by R.

The kP system kIIy , = (A, p, C1, - - - C10, 10), is given by

1. A={a,+,—,0,f};

2.0 = ({Ch,---C}, V), and V. = {{C1,C4},{C1,C5},{Ca,Cs}, {C3,Cs},
{C4,C7},{C5,Cs},{Cs, C7},{Cs, Cs}, {C7,Co}, {Cs, Cy},{Cy, Cro}};

3. each C; = (t;,w; ) is obtained from a compartment type, t; = (R}, d;), 1 < i < 10,
with initial multisets w1 o = zf%+,we 0 = yf2—, w30 = zf*—, where each of the
z,y, z is either @ or A, and wy o = wrp = ws o = wo o = f20, ws o = f2+, weo =
f?—=, w100 = f?0. The sets of rules are R} = {r}; : a = (a+,t4)(a+,t5) {9+ } }JUR,
Ry = {riy:a = (a—ta) {9-}} UR, Ry = {ri3: a = (a—,ts) {g-}} UR,
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Ry = {rhy:a = (aht) {gr Vg hrhy: a® > (ah,tr) {g0}} UR, R, =
{rls i a5 (atits) {g: )} UR By = {rhg : @ — (a—tr)(a—ts) {g_}} UR,

L (et a— (Oto) {gs Vg }irhy i a2 — (atito) {go}} UR, Ry = {rhs :
0= (ato) {gs Vg-}rhs ¢ a® — (a—to) {go}} UR, By = {rhy : a —
(0,t10) {9+ V g}, 1h9 = a* = (a0,t10) {go}} U R, R}, = 0, and each execution
strategy, 9;,1 < i < 9, is a sequence defined with the three blocks introduced in
the proof of Theorem 8 and d19 = 0.

Table 6 presents the first four steps of executing kIl ;. Please note that every compart-
ment in each step contains f2, according to the definition of EIly , but this multiset is not
present in the table in order to save space. For each step, including the initial one, 0, the first
row contains the multisets of objects f2 and those indicating the polarizations (for example,
f20 — /f20+ — for Cy in step 1) and the second one points to the multisets over a (a/a2, the
same compartment and step). One can observe that the two tables illustrate the behaviour
of the two P systems as presented in the proof of Theorem 8. The final result computed by
kIly p requires one more step, when f202a becomes f20a in C1g.

Steps Ch (1‘) Co (y) Cg(z) Cy Cs Cs Cr Cs Cy Cho
0 + - - 0 + - 0 0 0 0
Aa a a A A A A A A A
1 + - - 0—/0+— | +/4% | =2 0 0 0 0
A A A a/a? A a a A A A A
2 + - - —/0 + - | 0+— | 0—-/0+— 0 0
A A A A A A a? a/a? A A
3 + - - -/0 + - 0 -/0 0+ — 0
A A A A A A A A a? A
4 + - - —/0 + - 0 —/0 0 0?
A A A A A A A A A a

Table 6: SN P system with polarization, kII; ,, sequence of steps

3.1.1 Complexity metrics

Below are compared the differences between the SN P systems and the corresponding
kP systems resulted from the mappings presented so far. These are expressed through
several complezity metrics. We start we some notations.

For a P system II the following complezity metrics are considered

1. Compn = total number of II's membranes (neurons for SN P systems, compart-
ments for kP systems);

Symbr = size of II's alphabet (number of symbols);

Ruler; = total number of II's rules;

P system structure: the graph associated with u;

Timer = number of time steps for computing a result.

Rl

The first three are called descriptional complexity metrics.
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In the sequel are listed the values of these metrics for each pair of P systems
presented in the mappings. We denote by m the number of neurons of an SN P
system. These relationships are provided below, considering each of the SN P systems
investigated.

Standard/extended SN P systems. From the proof of Theorem 1 one can
extract the following results:

1. Comprn, = Comprn,, when II. does not use the environment; otherwise
Compyn, = Compn, + 1

2. Symbyn, = Symbr,;

Rulegn, = Rulery,;

4. P systems structure: the graphs of kIl. and II. are the same (when II. uses the
environment, then kIl has an additional compartment);

5. Timegr, = Timer, .

@

The execution strategy in every compartment of kIl is choice.
In most of the cases discussed in this paper, Comp and P system structure will be
the same as above and they will be only mentioned when different.

SN P system with colored spikes and multiple channels. The metrics
relationships and the execution strategies for these SN P systems are as in the previous
case (Corollaries 2 and 3).

SN P systems with spikes and anti-spikes. (Theorem 4):

1. Rulegm,, = Rulemn,, +m;
2. Timegn,, = Timer,, + p, where p is either 0 or 1.

The ezecution strategy of kll,; is a sequence of two blocks: the first is maximal
parallelism and the second is a choice.

Standard/extended SN P systems with delay. (Theorem 5):

1. Symbgn, , = Symbn, , +2Rp + 4, where Rp = Max — min;
2. Rulegn, , < Ruler, , + (2Rp + 3)Np, where Rp is as above and Np is the total
number of neurons containing rules with delay.

The ezxecution strategy of kll. 4 is a sequence of four blocks: choice, maximal

parallelism, choice, maximal parallelism, in this order.

SN P systems with weights on synapses. The same relationships and
execution strategy as in the case of standard/extended SN P systems with delay.

SN P systems with weights, potential and threshold. (Theorem 7):

1. Rulern = Rulep + 3m.

w,p,t w,p,t

The execution strategy of kIl ,: is a sequence of three blocks: the first two are
maximal parallelism and the last is choice.

SN P systems with polarizations. (Theorem 8):
1. Symbknp = Symbnp + 4;
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2. Rulegnn, = Rulen, + 7m;
3. Timeknp = Timenp +p, pis 0 or 1.

The execution strategy of kll, is a sequence of three blocks: the first two are choices
and the last is maximal parallelism.

3.2 Other SN P system topics and connections with kP systems

In this section are discussed: a different approach on obtaining the result of a com-
putation and other execution strategies for SN P systems, in the context of mapping
these systems into kP systems.

3.2.1 A different way of computing the result produced by an SN
P system

In Subsection 2.1 is mentioned another way of computing the result of an SN P system,
which consists in the number of steps executed by the SN P system between the first
two spikes sent out to the environment by the output neuron - this is called type (ii)
mode of computing the result. We focus on standard and extended SN P systems with
no delay.

Theorem 9 For any standard/extended SN P system, Il ;;, using type (ii) mode of
computing the result, there exists a kP system, kIl ;;, such that N'(kIle ;) = N (Il¢ ;).

Proof We start with an extended SN P system with no delay, I, ;; = (O, 01, -, om, syn, io),
which requires the use of the environment.

The following kP system, kll.;; = (A,p,C1,--+,Cps,n’), where n' = m + 2, is con-
structed. The alphabet is A = {a,s, ¢, f}. Two new compartments are considered: Cp,+1
given by Cpp41 = (tm+1,A) and ty,+1 = (0, 0), associated with the environment of the SN P
system and Ci,42 given by Cryo = ((m42,A) and ty42 = (0,0), introduced for collecting
the result of the computation, which reflects the number of steps executed by Il ;; between
the time steps when the first two spike are sent out to environment.

For every neuron o;, different from the output neuron, i # ig, the component C; has the
initial multiset and the set of rules as in the proof of Theorem 1.

In CZ-O the initial multiset is w;, 0 = a™io sc and for any rule Tiio Ej,io /acf=i0 — b,
be {a,\},1<j <ki,, the following rule is added to R;O, 7";',1'0 1 8a%0 = (a,tymy1) {gEMO 1
whenb=ainrj;,, 1 <j < ks or r;ﬂ-O ca%i0 — X {gEj’iO}, whenb = Xinrj;, 1 <j < ky,.

The object s is used for counting the number of steps executed between the times when
the two rules corresponding to those from o;, send the first and the second spike, respectively,
to the environment. The symbol c is present in C;, only until the first rule mentioned before
is executed.

The following rules will be also added to Rj:

f ces — ¢ {= 5%,

Tk'ri0+1»io
r;ﬂ“%io ces = es(s,tma2) {(= 82V =25) A< f},
Thigrario S sf{=sn<f}

T;Ci0+47i0 cf—osf{<sAn=f}
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The execution strategy is d;,, defined as a sequence of the blocks of rules B, B2 where
By = {7‘3,1'0|1 < j < k;, } denotes a choice and By = {r},
parallel execution of the rules.

Given the guards of the rules from Bs, none of them is executed until a rule r] io sending
an a to Cpy41 is executed. When such a rule is applied (it corresponds to sendlng out the
first spike to the environment by the corresponding rule of o;,), then the rule rk A is

so-44i0 |1 < j < 4}7 specifies maximal

executed, as there are three objects s left in C;,, and these are reduced to two by executmg
the rule. Since that moment onward, if for k£, k£ > 0, time steps none of the rules r , that send
an a to Cy,41 is executed, then only the rule rki0+2,io from Bs is applied, Wthh 5end5 an s
to Cpn42, the compartment collecting the result (equal to the number of time steps between
the times when the rules corresponding to those in o;, sending the first two spikes to the

environment are executed). When a rule rJ ip Sending an a to Cy,41 is selected to be applied,
!/

Thig1sri0? from Ba, are both executed, sending the

then a single s is left in C;, and rki0+2-,i07
final s to Cj,42 and introducing an f in Cj,, respectively. After that moment, if r;',iw with
A on the right side is selected to be applied or no rule at all is used from Bp, then no rule
from By is executed. If 7“] io» Sending an a to Ci,41, is selected to be applied, then T;%H,io
is executed, which restores the object s consumed by the previous rule. Hence, at the end of
the computation, in Cy, 2 is obtained the number of objects s equal to the number of time
steps executed by Il ;; between the first two spikes sent out from 0. In Ci, 1 are collected
exactly the number of objects a equal to the number of spikes sent to the environment by o, .

O

There is an interesting aspect related to the execution strategies which are not the
same across the kP system: in each of the compartments C;, 1 < i < m, i # ig, the
execution strategy is choice; in C, this is a sequence of two blocks.

3.2.2 Other strategies of using the rules for SN P systems

So far, all the SN P systems presented have used the same strategy of using the rules,
maximal parallelism at the system level and at most one rule per neuron in every step.
In contrast to this, the kP systems presented so far have shown that their execution
strategies may vary depending on the type of SN P systems considered. Subsequently,
four other strategies of applying the rules are considered for SN P systems [22]. One
focuses on standard and extended SN P systems with no delay, showing how these
execution strategies are represented in the corresponding kP system.

The execution strategies considered are: mazimal parallelism mode (denoted mp) —
in each neuron the maximal parallelism of tissue-like P systems is applied; exhaustive
mode (denoted ex) and generalized use of rules (denoted g) — when in each neuron at
most one rule is selected, amongst those which are applicable, and for ex mode the
rule is executed as many times as possible (maximal execution of a rule) and for g
mode it is executed an arbitrary number of times; and flat mazimal parallelism mode
(denoted fmp) — when in each neuron a set of applicable rules is executed if it is
maximal with respect to the inclusion order.
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Theorem 10 For any standard/extended SN P system, Ile o, using the execution strategy
a € {mp, ez, g, fmp}, there exists a kP system, klle, o, such that N (klle,o) = N (Ile,a).

Proof For the standard/extended SN P system Il¢ myp using maximal parallelism, we consider
the kP system built in the proof of Theorem 1 and change the execution strategy in each
compartment from choice to maximal parallelism, and denote it with klIle mp. Obviously,
IIe,mp and klle mp compute the same result.

For o« € {ex,g} we consider a standard/extended SN P system, Ileo =
(0,01, -+ ,0m, syn,io), as in the previous proofs, and build the kP system kII' =
(A, u,C1,- -+ ,Cnyig), where n = morn =m+1; A = {a,2} U{f;|]1 < i < K}, where
K = maz{k;|]1 <i < m}; pis as in the proof of Theorem 1; C;, corresponding to o;, are
instantiated from types t;, 1 <4 < m, and the initial multiset of C; is w; 0 = a"™xf1--- fK.
The set of rules R, of ¢; has the following rules:
for each rule r;; : Ej;/a" — aP?? € R;, 1 < j < ky, of the neuron o, 1 <4 < m, we have
rian s fi = AMe, b 1< < ki
7o af = (aPh ) (a7 45, ) {< fi} 1 <5 < ki
T;’,i,S cx—afy {< fj1h 155 <k

When a = ex we consider the kP system klle e, obtained from kI’ where the execu-
tion strategy of ¢;, 1 < i < m, is given by & = {r} ;- 77”;:1-,1‘,1} {riio 7T;ci,i,2}T
{7’/1,1',37 e ,7‘2@_71473}. This is a sequence of three blocks: the first block, a choice, selects and
runs a rule r;ﬂ-’l with its guard true, consuming f;; the second block executes in a maxi-
mal manner the rule T;',i,2 given that réml has been previously executed (this corresponds
to the maximal execution of r;; in ¢;); finally, the rule T;’,i,S from the last block is executed
restoring f;.

When a = g we consider the kP system kIl constructed similar to the previous case,
where in the execution strategy the second block is replaced by {rf ; .- - ,r;%m}*, which
executes the selected rule an arbitrary number of times.

Obviously, in each of these two cases the SN P system and the corresponding kP system
compute the same result.

For a« = fmp we consider a standard/extended SN P system, Il fpp =
(0,01, ,0m, SYyn,io), and construct a kP system, kIl as in the proof of Theorem 1, where
for each rule rj; : Ej;/a%¢ — aP?' € R;, 1 < j < k;, with ¢ > p > 0, ¢ > 1, in neuron oy,
1 <4 <m, one have 15 ; : a®¢ — (aP?i,t; ) - (a7, ) {9E;,;}, in R of t;.

For any t;, 1 <i <m, and ¢q, 1 < ¢ < k;, we denote by Jy the g-tuples of indexes of rules
from R;, ie., Jg = {(j1, -+ ,jg)|1 < je < ki1 <e<q,j1 # -+ # jq}, and consider for each
(J1,-++ ,Jq) € Jq the rules r387i, 1 < e < q. One denotes by a1 the concatenation of the
left side of the rules; a1 Ja is obtained similarly by concatenating their right side (one can
observe that not always aP/1'"Ja is the concatenation of a’¢, 1 < e < ¢) and considers the
rule rgflqu ca%ia — faPiria {gE],N_ A Nge; N < f}, where f is a new symbol. One
denotes by Bg the set {rf,...; [(j1,- - ,jq) € Jq} and define R = ByU---UBy,, U{r} : f — A},
where 7"3{ : f — X\ is a new rule.

Now, we consider the kP system kIl f,,, obtained from klle, where the alphabet of
ke, fmp is A = {a, f}; w is the same for the two kP systems; each type t;, 1 <i<m,isgiven
by the sets R} and the execution strategy 0; = By, & ... &Bi &{r}/}, where each block of the
sequence is a choice. Each compartment Cz{ of type t; has the same initial multiset as C;.

Now, one can show that the kP system kIl f,,;, produces the same results as Il fp-
Indeed, the flat maximal parallelism of Il in each neuron o; is simulated by the execution
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strategy 62 defined above. This is a sequence of k; + 1 blocks, each of them being a choice.
One notices that By, the first block of the execution strategy, corresponds to the execution
of all the rules, if at all possible, and Bj executes one of the rules of R;. In fact, the set B;
is equal to Rg. This sequence checks which is the largest set of R; that can be executed and
runs it. Whenever in a block By a rule is selected to be executed, an f is also introduced
and the rest of the blocks, By_1,..., By are no longer applicable and finally f is removed,
by executing r}/.

O

3.2.3 Other complexity metrics for standard/extended SN P
systems

Standard/extended SN P systems computing the result as the number of
steps between the first two spikes. (Theorem 9):

1. Compyr, ,;, = Compn, ,, +2;

2. Symbgn, ,, = Symbn, ,; + 3;

3. Ruleyt, ,; = Ruler, ,, +4;

4. System structure: one more compartment added to kIl ;;.

The ezecution strategy of every compartment of kIl ;; different from the output
compartment is choice and for the output compartment is a sequence of two blocks:
choice followed by maximal parallelism.

Standard/extended SN P systems. (Theorem 10):
when « € {ez, g}:

1. Symbn, , = Symbn, , + K +1;
2. Rulegn, , = 3Ruler, .

when oo = fmp :

1. Symbkn
2. Rulegn

= Symbn, ;,,, +1;
=9k 4 .. 4 9km gy,

e, fmp
e, fmp

The execution strategy in the compartments of kll.  is: mazimal parallelism, when
o = mp; sequence of three blocks: choice, maximal parallelism, choice, when o = ex;
sequence of three blocks: choice, arbitrary execution, choice, when a = g. If a = fmp,
then in each compartment, C;, 1 < i < m, the execution strategy is a sequence of
k; + 1 blocks, each of them choice, where k; is the number of rules of o;.

4 Testing and verification

Membrane computing models have been developed for a large spectrum of applications
[59, 6]. Their functionality should be validated and checked for errors or unintended
behaviour. This can be obtained through various methods and techniques. We show
below, using Example 1, how model based testing and formal verification using model
checking can be used in this respect, pointing also to the complementarity of these
approaches.
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4.1 Model based testing

Model based testing methods for applications using membrane computing models have
been considered, especially those derived from finite state machine based testing [15].
Special classes of membrane systems used for testing purposes have been considered
and studied in relation to X-machines, which are extensions of finite state machines
[10]. Testing methods for spiking neural P systems [16] and kernel P systems [17] have
been introduced in the context of learning X-machines associated with them. A dif-
ferent type of testing techniques, using search based software engineering approaches,
have been introduced for applications using basic P systems [53].

In the sequel we illustrate such a testing method for an application based on
Example 1. One uses a learning algorithm for kernel P systems based on learning X-
machines that are equivalent to these P systems for computations of bounded length.
The inferred X-machine is used to generate test sets [17]. Such a test set that covers all
the states of the X-machine is used to reveal the errors of the application mentioned
above. Errors seeded into the application using mutants [21] will be used to illustrate
the efficacy of the test set.

For the SN P system II; introduced in Example 1 the kP system kII; is obtained
using Theorem 1. We use the kP system kII; instead of the original model, II;, because
for the former we have a tool, kPWORKBENCH [1], allowing to simulate the kP system
and then apply the learning algorithm to get the X-machine that generates the test
set.The two P system models, simulations of the kP system, the learning algorithm,
tests sequences and errors discovered by these sequences are available from the repos-
itory [27]. The learning algorithm inferring an X-machine [17] is applied for an upper
bound limit equal to 4 for kII; computations. The test set generated by the learning
algorithm covers all the states of the X-machine corresponding to all the configurations
of the kP system that are reachable in maximum 4 steps. Each test sequence includes
the labels of the rules applied in the above mentioned calculations and the starting
and ending configurations in each computation step. The test sequences obtained will
n be applied to the implementation of the logical gate presented in Example 1.

The SN P system, II;, and the corresponding kP system, kII;, contain ten neurons
(compartments) each. It follows that a configuration will have ten multiset values,
generically denoted [mi,ma, - ,mio]. In each computation step at most one rule
is used in each neuron of II; (compartment of kIT;). The notations used in II; and
kIT; for rules will be used subsequently in describing test sequences. Some of the test
sequences are listed below, showing the rules and configurations involved. We consider
the input spikes a, A and a for the input neurons o1, o3 and o3, respectively. These are
the input values corresponding to x = 1,y = 0 and z = 1. The initial configuration is
[, Ay a, A A, A A A A A

Below are listed some test sequences generated based on the learning algorithm
included in kPWORKBENCH. They start from the initial configuration, with
length = 1: [a, A, a, A, A\, AN A /i, s}/ [N A a,\ a,a? A\ N\
length = 2: [a, A, a, \, A\, A AN A] /{rias st/ [N A a, A a,a?, A0\ A
/{7"471, 76,1, 7“7’2}/ [)\, )\, )\, )\, a2, )\, )\7 a, )\, )\],
and length = 4: [a, A, a, \, A, A, AN A] /{ria,m31 ) [N AN a, A a,a?, A\ A

29



Jranren, 2}/ NN A @ NN 0 A /i, raa/
AN a A S{roat/ [N A AN al.

One can notice that each of the shorter sequences is a prefix of a larger one.
Hence, the configurations covered by a sequence of length 1 are also covered by those
of lengths 2 and 4, and the sequence of length 4 includes the configurations of any
shorter sequences that are its prefixes. For this reason, only test sequences of length
4 will be used below.

We consider now mutants applied to the implementation of the the SN P system
IT;. The mutants used will be generated by applying the following mutation operations:
a spiking rule is replaced by a forgetting rule, i.e., a® — a becomes a® — A. It can
be observed that each of them will be discovered by a test sequence revealing the
configuration that is corrupted and pointing to the error. This approach is similar
to the experiments made in [21] for a broader set of mutants. The test sequence
must be one of those where the mutated rule is present. For example, if the rule
r11 ¢ a — a is mutated as rf}) :a — A then any of the above listed test sequences
will reveal this error as the second configuration is now [A, A, A\, A, A, a, a, A, A, A] which
is different from the expected one [\, \, \, a, A, a,a?, \, \, \], showing that an error in
using 71,1 did happen. Similarly, by mutating 741 : @ — a into rfﬁ)
gets a similar corrupted configuration revealing the error. If 7 1 : a®> — a is mutated
into réfrf) : a®> — X then this error is also identified by the same testing sequence.
Obviously, shorter teste sequences would have revealed the first two errors.

All the test sequences, some mutation testing, the SN P system and kP model, as
well as the X-machine inferred model are available at [27].

We claim that for this example the test sequences generated by the method pre-
sented above will reveal all the errors produced by mutants obtained by changing
either the left hand side or right hand side of any rule in IT;.

:a — A\ one

4.2 Verification

Formal verification is a method used to ensure that a model is correct before it is
used to develop a system. Model checking is a type of formal verification in which
the behaviour of a system, specified as a formal model, is analysed against various
properties or queries expressed in a specific temporal logic.

Kernel P systems can be specified in a domain specific language as part of the
software framework, called kPWORKBENCH [1, 20], which also includes a verification
component [11] allowing to map a kP system into various model checkers. One of
these model checkers used in connection with kP systems verification is NuSMV [11].
The modelling, simulation and verification aspects of this software framework have
been presented in [7, 8]. For the example mentioned above, we present two sets of
properties which are listed in Table 7. Each property is defined in three ways. Firstly,
this is formulated using natural language-like patterns and then two translations into
LTL and CTL logics are provided.

The properties below are verified for the kP system kII; corresponding to the SN
P system II; presented in Example 1. All these properties can be expressed for IIy
by replacing compartment C; by neuron o;, objects by spikes and they remain true
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in this context. In the presentation below we will refer to some properties of the kP
system kII; connecting them to test sequences used for testing the application based
on the SN P system IT;. In fact, these properties should refer to II;, as we aim to
validate II;, by using kII; as an analysis instrument.

The first eight properties specify that for each of the possible input values, z, v, z
the expected result is obtained. Ni.a gives the number of a’s in compartment Cj,
1 <@ < 3, one of the input compartments of the kP system. N10.a refers to the number
of a’s in the compartment C1g, where the result of the logical gate is obtained.

The result of the logical gate is true for the following inputs: x =0,y =1,z =1 or
z=1y=0,z=1orxz =1,y =1,2= 1. These are expressed by the temporal logic
properties defined in cases 4, 6 and 8, respectively, which all return true. The other
cases, returning false, correspond to the situations when the inputs to the logical gate
lead to false results. The sixth case corresponds to the testing sequence of length 4
discussed above. For each of the eight properties there is a test sequence of length
less than or equal to 4. When there is no input, i.e., case 1 in the table, then the
corresponding test sequence (of length 0) is \. When only y = 1 and the rest are 0,
leading to a false result, i.e., case 3 in the table, then the corresponding test sequence
of length 3is /ro1/r41/rs52/ leading to a result 0 in Cyo. For the other six cases there
are sequences of length 4, three leading to 1, cases 4, 6 and 8, and three to 0, cases 2,
5 and 7. All these can be found in the test set available at the link provided.

The other two properties express some invariants. The ninth property proves that
if at least one of the variables, z,y,2z is 1 then Cs or Cy contains at least an a.
The tenth property considers only two entries x,z and proves that if at least one
is 1, then irrespective of the value of y, Cs contains an a. Each of these properties
makes correlations between different inputs and some intermediary values of the model
and cannot be replicated by any single test sequence. The test sequences provided,
in contrast to the properties listed in Table 7, offer more details, such as all the
intermediary steps, with rules and configurations. These facts outline that the two
approaches provide some similar results, but also refer to distinct useful insights that
help analysing the given system from various perspectives.

The two validation methods presented above make effective use of the investigation
on mapping different classes of SN P systems into kP systems.
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Property

always ((Nl.a = 0 and (N2.a =0 and N3.a = 0)) implies
(eventually N10.a = 0));

LTLSPEC G (((N1.a = 0 & (N2.a = 0 & N3.a = 0)) -> F (N10.a = false
0 & pInS)) | !pInS)

SPEC AG (((N1.a = 0 & (N2.a = 0 & N3.a = 0)) -> EF (N10.a =
0 & pInS)) | !pInS)

always ((Nl.a = 0 and (N2.a =0 and N3.a = 1)) implies
(eventually N10.a = 0));

LTLSPEC G (((N1.a = 0 & (N2.a =0 & N3.a = 1)) -> F (N10.a = false
0 & pInS)) | !pInS)

SPEC AG (((N1.a = 0 & (N2.a = 0 & N3.a = 1)) -> EF (N10.a =
0 & pInS)) | !pInS)

always ((Nl.a = 0 and (N2.a =1 and N3.a = 0)) implies
(eventually N10.a = 0));

LTLSPEC G (((N1.a = 0 & (N2.a =1 & N3.a = 0)) -> F (N10.a = false
0 & pInS)) | !pInS)

SPEC AG (((N1.a = 0 & (N2.a =1 & N3.a = 0)) -> EF (N10.a =
0 & pInS)) | !pInS)

always ((Nl.a = 0 and (N2.a =1 and N3.a = 1)) implies
(eventually N10.a = 1));

LTLSPEC G (((N1.a = 0 & (N2.a =1 & N3.a = 1)) -> F (N10.a = true
1 & pInS)) | !pInS)

SPEC AG (((Nl.a = 0 & (N2.a =1 & N3.a = 1)) -> EF (N10.a =
1 & pInS)) | !'pInS)

always ((Nl.a =1 and (N2.a =0 and N3.a = 0)) implies
(eventually N10.a = 0));
LTLSPEC G (((Nl.a = 1 & (N2.a = 0 & N3.a = 0)) -> F (N10.a = false

0 & pInS)) | !pInS)

SPEC AG (((N1.a =1 & (N2.a = 0 & N3.a = 0)) -> EF (N10.a =
0 & pInS)) | !pInS)

always ((Nl.a =1 and (N2.a =0 and N3.a = 1)) implies
(eventually N10.a = 1));
LTLSPEC G (((Ni1.a =1 & (N2.a = 0 & N3.a = 1)) -> F (N10.a = true

1 & pInS)) | !pInS)

SPEC AG (((N1.a =1 & (N2.a = 0 & N3.a = 1)) -> EF (N10.a =
1 & pInS)) | !'pInS)

always ((N1.a =1 and (N2.a =1 and N3.a = 0)) implies
(eventually N10.a = 0));

LTLSPEC G (((Nl.a =1 & (N2.a =1 & N3.a = 0)) -> F (N10.a = false
0 & pInS)) | !pInS)

SPEC AG (((N1.a =1 & (N2.a = 1 & N3.a = 0)) -> EF (N10.a =
0 & pInS)) | !pInS)

always ((N1.a =1 and (N2.a =1 and N3.a = 1)) implies
(eventually N10.a = 1));

LTLSPEC G (((Nl1.a =1 & (N2.a = 1 & N3.a = 1)) -> F (N10.a = true
1 & pInS)) | !pInS)

SPEC AG (((N1.a =1 & (N2.a = 1 & N3.a = 1)) -> EF (N10.a =
1 & pInS)) | !pInS)

always ((Nl.a = 1) or ((N2.a = 1) or (N3.a = 1))) implies
(eventually ((N5.a > 0) or (N9.a > 0)));

LTLSPEC G ((Nl.a =1 | (N2.a=1 | N3.a =1)) ->F (N5.a > 0  true
| N9.a > 0))

SPEC AG ((Ni.a =1 | (N2.a =1 | N3.a = 1)) -> EF (N5.a > 0
| N9.a > 0))

always ((N1.a = 1) or (N3.a = 1)) implies (eventually (N8.a
=1)); 29 true

LTLSPEC G ((N1.a = 1 | N3.a = 1) -> F N8.a = 1)

SPEC AG ((Ni.a =1 | N3.a = 1) -> EF N8.a = 1)

Table 7: Properties of the logical gate model, kII; ,



5 Conclusions

In this paper is investigated the process of mapping some of the most representative
classes of SN P systems into kP systems, pointing to how different syntactic features,
such as alphabet, format of different rules or synapses linking neurons, as well as
semantic conditions attached to rule application — rules with or with no delay, con-
straints on selecting them (based on regular expressions, threshold, electrical charges,
strategies for execution), or to relationships between various elements of the system
(spikes and anti-spikes, potential and threshold, multisets of electrical charges) have
an impact on the complexity aspects of this process. In this respect it has been pointed
out that the graphs associated with the structure of the two P systems and the num-
ber of compartments vs the number of neurons are almost the same in all the cases.
Some complexity metrics measuring the size of the alphabet, Symb, overall number
of rules, Rule, and execution time, Time, provide distinct measurements for syntactic
and semantic features mentioned above. Another important aspect that is associated
with the execution time is provided by the execution strategies associated with com-
partments of various kP systems obtained through mapping. As the Time measure is
quite the same in most of the cases for the two P systems engaged in mapping, the
execution strategy reveals new insights related to this complexity metric. All these
complexity results and the connections with their mapping theoretical underpinning
are summarized in Sections 3.1.1 and 3.2.3.

One direct impact of these investigations connecting SN P systems and kP systems
is on extending verification and testing procedures, already in place for kP systems, to
various classes of SN P systems. In the context of an application based on an extended
SN P system with no delay, Il., testing sequences generated from the kP system, kI,
are applied straight away to test the application (based on II.) and the model checking
verification procedure developed for kIl is used to verify the correctness of I, model.

Some future research avenues coming out of this work are (i) mapping of other SN
P systems, with a different spectrum of features, such as those with dynamic structure
or with plasticity; (ii) mapping some of the most complex applications based on SN
P systems into kP systems and using testing and verification methods to validate
them; (iii) developing further testing methods that are able to reveal other types of
errors than those presented here; (iv) providing an integrated tool supporting the
development, testing and verification of case studies and applications for these models.
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