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The paper is a survey of the main interactions of P systems and X-
machines. Firstly, hybrid models resulting from these interactions are
analysed, showing their computational capabilities. Secondly, testing
methods relying on various X-machine based approaches for applica-
tions using different classes of P systems are described and illustrated
with some examples. Finally, multi-agent system tools using a combina-
tion of features from these two formalisms are presented together with
some problems modelled and simulated with such tools.
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1 INTRODUCTION

Membrane computing is a research field initiated around 25 years ago by
Gh. Păun [47, 48]. This is a computing paradigm that is inspired by the
structure and functions of the living cells, becoming a component of the
broader research field of unconventional computing or natural computing.
Its key models are called membrane systems or P systems. The basic mem-
brane system models consist of a number of regions connected in a certain
way and containing multisets of elements and transformation rules acting
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upon them. These are inspired by molecular biology entities – compart-
ments, bio-chemical compounds and simple molecules interacting in various
ways either through complex DNA translation or transcription processes or
basic chemical reactions such as oxidation-reduction, hydrolysis, condensa-
tion, and neutralization. These are abstracted into mathematical concepts and
constructs, a network or hierarchy of regions (or membranes), multisets of
objects or strings and transformation and communication rules or more com-
plex cell division or death operations, defining sound and coherent compu-
tational models. A key characteristic of these models is the high parallelism
and distributivity of the interactions of objects, both at the system level and
in each region.

A presentation of the most important membrane computing models is
available from a recent survey paper [51]. The relationships between dif-
ferent variants of P systems and other computational models, such as Petri
nets, process algebras, mobile ambients and X-machines have been reported
in [46].

However, these surveys do not address the relationships between classes of
P systems and X-machines. The first paper exploring this topic investigates
how P systems with replicated rewriting can be modelled by X-machines
(Eilenberg machines) [1].

In this paper, we present hybrid models based on P systems and X-
machines; translating P systems into X-machine models; using P systems
and X-machines in testing software systems based on P system models; tools
based on the interaction of P systems and X-machines.

1.1 Chronological Presentation of Membrane Computing Evolution
Membrane computing started initially as a theoretical computer science
research, aiming to investigate the computational power and complexity of
these models. Various classes of membrane systems (P systems) have been
investigated. These may be classified as cell-like, tissue-like and neural-like
P systems. The first research monograph [45] presents some of these basic
types of membrane systems investigating the computational power of differ-
ent variants, each of them defined by a specific system structure and a set of
interaction rules. These models have been conceived in such a way that most
of them have a maximal computational power, being Turing complete, and
able, in some circumstances, to solve hard problems through the generation
of exponential space in polynomial (very often, linear) time.

It became obvious that the membrane computing paradigm with its many
variants, can solve problems from various areas [10]: molecular biology –
mechanosensitive communication channels, respiration in bacteria and respi-
ration/photosynthesis interaction in cyanobacteria, cell-mediated immunity,
p53 signaling pathways and photosynthesis; computer science – analysis of
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a public key protocol, approximate algorithms for NP-complete optimization
problems, computer graphics and parallel sorting algorithms; linguistics –
conversational models and formal semantics, and parsing natural languages;
membrane computing supporting tools.

At the end of the first decade of research in membrane computing a com-
prehensive handbook was published [46] reporting the key achievements
grouped up into different categories, covering the most important theoret-
ical results – catalytic P systems, communication P systems, P automata,
P systems using strings, splicing/tissue/population P systems, conformon
P systems, active membranes, membrane division and creation, P systems
with objects on membranes, spiking neural P systems, metabolic P systems,
probabilistic and quantum P systems, P colonies, time in membrane sys-
tems, semantics of P systems; and some of the most significant applications:
metabolic dynamics, economy process modelling, evolutionary membrane
algorithms, self-assembly, computer science problems. Finally, connections
with other computational models, such as Petri nets, mobile ambients and
X-machines have been presented.

During the second decade, the research focussing on theoretical aspects in
membrane computing community kept a pace comparable to that of the pre-
vious period, but it is clear that it shifted consistently towards more diverse
applications and also deepened the investigations started earlier. Some of
the key application areas where membrane computing modelling has made
an impact are now briefly presented. There have been initiated investiga-
tions in systems and synthetic biology [18] on the role of estrogen in cel-
lular mitosis and DNA damage, molecular diffusion and compartmentaliza-
tion in signal transduction pathways in the study of bacterial chemotaxis,
analysis of dynamical population systems, dynamical structures with reac-
tion kinetics in chronobiology, biochemical networks, analysis of E.coli res-
piratory chain. In these studies have been used membrane computing mod-
els, specific software simulation tools or simulation algorithms such as Info-
biotics Workbench, τ -DPP, P-Lingua and MeCoSim supporting population
dynamics P systems, nondeterministic waiting time algorithm, MetaPLab,
FLAME or model checkers such as ProB in Rodin and PRISM. More com-
plex and real-life applications have been investigated with a broad spectrum
of membrane computing products [58]. First, several key research topics that
have expanded during this period are presented and analysed – evolution-
ary membrane algorithms, numerical P systems and different types of fuzzy
reasoning methods applied to them. These are then used to model radar emit-
ter signal analysis, digital image processing, controller design, mobile robot
path planning, constrained manufacturing parameter optimization problems
and distribution network reconfiguration (with evolutionary membrane algo-
rithms); the diagnosis of electric power systems faults (with numerical P
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systems enhanced with fuzzy reasoning capabilities); the design of mobile
robot controllers (using enzymatic numerical P systems); the study of (real-
life) ecosystems – the scavenger birds, zebra mussel, Pyrenean chamois and
giant panda (with probabilistic P systems). All these investigations requested
not only computational models, but also efficient and robust simulation and
analysis tools. The most significant software implementations running on
various hardware platforms have been presented in [57]. The most significant
software tools presented are P-Lingua and its graphical interface and running
environment MeCoSim, Cyto-Sim, MetaPlab, BioSimWare, Infobiotics Work-
bench, and The Java Environment for Nature-inspired Approaches (JENA).
Implementations on parallel devices, such as GPU, CUDA and FPGA are also
discussed.

In the last years, increasingly, the research interest of the membrane com-
puting community focusses on the theory and applications of a class of mem-
brane computing models derived from spiking neural networks, called spik-
ing neural P systems (shortly, SN P systems). They have become very pop-
ular and widely used in artificial intelligence based problems. Both theoret-
ical results and AI-based applications are discussed in [59]. The theoretical
aspects of SN P systems include the study of their computational power and
complexity. Some of the key AI-based real-life applications of SN P systems,
such as complex optimization, classification, fault diagnosis, medical image
processing, information fusion, cryptography, and robot control topics, are
presented in the above mentioned work.

The area of membrane computing is now, after 25 years, a mature research
field, with its own theory and a rich portfolio of application domains. The
field continues to grow and develop steadily, being present within the land-
scape of unconventional research field [24].

1.2 X-Machines
In mid 1970s Samuel Eilenberg has presented a general approach on uni-
fying various classes of automata into one single model, called X-machine
(or Eilenberg machine) [16]. The model has been then used as a formal
specification mechanism in software engineering by Mike Holcombe [25],
then considered for program testing purposes. Holcombe and Ipate have then
developed a coherent state-based testing method using a special class of X-
machines, called stream X-machines [26,32]. A stream X-machine resembles
a finite state machine (FSM), but with two significant differences: (a) there is
a memory component attached to the machine, and (b) the transitions are not
labeled with simple inputs/outputs, but with functions. These functions pro-
cess input values and current memory values, producing output values and
updating the memory component. The X-machine model is general enough
to simulate other computational models such as FSMs, pushdown automata
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P SYSTEMS AND X-MACHINES – A SURVEY 5

and Turing machines. The stream X-machine model has been used especially
for specifying dynamic systems and for testing software systems [26]. It is
the backbone of the agent-based framework FLAME [11] supporting various
simulations, especially in biology [49].

2 COMBINING P SYSTEM AND X-MACHINE MODELS

In this section we present a class of hybrid models obtained by combin-
ing two different classes of membrane systems with X-machines (Eilenberg
machines).

We start with a basic class of P systems by, first, introducing some infor-
mal definitions of the models used in the current and next sections of the
paper.

The P system � of degree m ≥ 1 [45] consists of a finite set V, called
alphabet; an output alphabet T ⊆ V ; the membrane structure μ given as a
tree with m nodes, where each node denotes a membrane; initial strings wi ,

1 ≤ i ≤ m, where wi belongs to membrane i ; Ri , 1 ≤ i ≤ m, are finite sets
of evolution rules of the form A → (u, tar ), A ∈ V, u is a string and tar ∈
{here, in, out} – when the rule is applied to a string, it leads to a new string
by replacing A with u and the new string is kept in the current membrane
(tar = here) or sent to one of the direct descendants of the current membrane
(tar = in), arbitrarily chosen, or sent to the parent membrane (tar = out).

A stream Eilenberg (X-)machine [26] is a system consisting of two finite
sets � and �, called input and output alphabets, respectively; a (possibly
infinite) set of memory symbols M ; a set of basic partial relations � on � ×
M × M × �; the next state function F : Q × � −→ 2Q ; the sets of initial
states I and final states T ; the initial memory value is m0.

An Eilenberg P system (EP system, for short) E� [5] is a pair consist-
ing of a membrane structure with m membranes, where the membranes are
labeled in a one to one manner with the elements 1, . . . , m, and an Eilenberg
machine X whose memory is defined by the membranes of μ. X consists of
an alphabet V ; �, Q, F are as in any Eilenberg machine (� is called the ter-
minal alphabet); the initial values occurring in membranes 1, . . . , m are finite
languages over V , denoted M1, . . . , Mm ; the set of basic partial relations �

is given by {�1, . . . , �p}, where �i = (Ri,1, . . . , Ri,m), 1 ≤ i ≤ p, (a tuple
of sets of rules) where Ri, j ⊆ R j and R j , 1 ≤ j ≤ m, is the set of evolution
rules from membrane j ; the set of initial states is I = {q0}, q0 ∈ Q; and all
the states are final, i.e., F = Q.

The EP systems have some similarities with the grammar systems con-
trolled by graphs [12], replacing a one-level structure, which is the cur-
rent sentential form, with a hierarchical structure defined by means of the
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membranes. They are also similar to the X-machines based on distributed
grammar systems [19].

One can note that � and m0 from an Eilenberg machine are replaced by
V and M1, . . . , Mm, respectively, in an EP system.

A P system has m sets of evolution rules, each one associated with a mem-
brane. An EP system has the evolution rules distributed across p tuples of sets
of rules �i , 1 ≤ i ≤ p.

A computation in E� is defined as follows: it starts from the initial state
q0 and an initial configuration of the memory defined by M1, . . . , Mm and
proceeds iteratively by applying in parallel rules in all membranes, process-
ing in each one all the strings that can be rewritten: in a given state q and for
an emerging transition from q labeled �i , 1 ≤ i ≤ p, in each membrane j,
1 ≤ j ≤ m, each string is processed by a single rule, from those which are
applicable, if any, from Ri, j .

If several rules may be applied to a string, then one rule and one symbol
to which it is applied are randomly chosen.

The next state, belonging to F(q,�i ), will be the target state of the
selected transition. The result (a set of strings containing only symbols from
�), called the language computed by E�, is collected outside of the system,
in the environment, at the end of a halting computation.

The family of languages generated by EP systems with at most m mem-
branes, at most s states and using at most p partial relations (tuples of sets of
rules) is denoted by E Pm,s,p. If one of the parameters is not bounded then it
is replaced by ∗.

In order to study the computational power of this family matrix grammars
(with appearance checking) in the binary normal form [12, 14] are used. The
family of languages generated by matrix grammars (with appearance check-
ing) is denoted by M AT (M ATac). It is known that M AT ⊂ M ATac = RE
[12, 14], where RE denotes the family of recursively enumerable languages.

The following two results are proved in [8].

Theorem 1. (i) E P4,1,1 = M AT ; (ii) E P1,1,∗ = RE .

This theorem shows that EP systems with only one membrane and one
state, but with an unbounded number of tuples of sets of rules compute all
RE languages. What happens when all three parameters are bounded? The
next result shows that by increasing either the number of membranes or the
number of states, EP systems with a bounded number of tuples of sets of rules
can compute all RE languages.

Theorem 2. (i) E P1,3,8 = RE; (ii) E P2,1,7 = RE .
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Now, we consider a second class of P systems, called alphabetic flat splic-
ing systems [9], where the rules are different from those previously presented.
Also, a new type of membrane structure is introduced.

A flat splicing rule r has the form (α|γ |β), where α, β and γ are strings
over an alphabet V . For a string x = uαβv, the rule r , applied to it, yields
the string z = uαγβv – this is written as x 	r z. When α, β are symbols
from V or the empty string λ then the rule is called alphabetic flat splicing
rule. A P system using such rules is called alphabetic flat splicing P sys-
tem. The rules have precise target indicators, i.e., each of them has the form
r : (i, (α|γ |β), t), where i and t are the labels of the host membrane and
target membrane, respectively. For such systems the result is obtained in a
designated membrane i0 rather than in the environment. The languages com-
puted (generated) by alphabetic flat splicing P systems are considered, being
defined similar to the case of P systems presented above.

Three types of alphabetic flat splicing P systems are defined and investi-
gated in [9]: Modified Alphabetic Flat Splicing Tissue P Systems (MAFSTs,
for short), Modified Alphabetic Flat Splicing P Systems (MAFSPs, for short)
and Modified Alphabetic Flat Splicing Eilenberg P Systems (MAFSEs, for
short). MAFSTs use a graph as a membrane structure (hence, the presence
of “tissue” in their name), whereas MAFSPs use a tree, as in the case of pre-
viously presented P systems. MAFSEs represent a hybrid model where an
MAFSP and an X-machine are merged as in the case of EP systems. The
family of languages generated by MAFSXs with at most m ≥ 1 membranes
is denoted by M AFSX (m), X ∈ {T, P}. The family of languages generated
by MAFSEs with at most m membranes, at most s states and at most p tuples
of sets of rules are denoted by M AFSE(m, s, p). As usual, when one of the
parameters is unbounded, it is denoted by ∗.

Some relationships between these classes of membrane systems using
alphabetic flat splicing rules have been established [9]:

Theorem 3. (i) M AFST (m) ⊂ M AFST (m + 1), m ≥ 1;
(ii) M AFSP(m) ⊂ M AFST (m), m ≥ 3;
(iii) M AFST (m) ⊂ M AFSE(m, 2, m + 2), m ≥ 1.

For a subclass of MAFSEs, called one flow, the following result has been
proved in [9]:

Theorem 4. For any MAFSX, X∈ {T,P}, with at most m ≥ 1 membranes, �,

there is an MAFSE with at most 2 membranes, at most m states and at most
m2 tuples of sets of rules , �e, such that L(�) = L(�e).

These models are also used to generate the double stairs and diamond
chain code picture languages [9]. Pure Eilenberg P systems have been used
to generate 2D languages [3].
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3 TRANSFORMING P SYSTEMS INTO STREAM X-MACHINES

In this section we present three cases of transforming various P systems into
stream X-machines or different types of Communicating stream X-Machines
(CsXMs, for short). The aim of the mapping operations is to provide to these
classes of P systems a set of tools already developed for the X-machine mod-
els – efficient simulators, such as FLAME [11], testing methods [36] and a
broad palette of software engineering approaches [25, 26].

In [1] the process of transforming P systems with replicated rewriting into
stream X-machines and a class of CsXMs using communication matrices [7]
is presented. A P system with replicated rewriting uses strings and the rules
have the format X → (v1, tar1)|| . . . ||(vn, tarn), n ≥ 1. When such a rule
is applied to a string x1 Xx2 one gets n strings x1vi x2, 1 ≤ i ≤ n, which are
sent to the membranes indicated by the target indicators tari . These rules
introduce additional parallelism to the existing parallel behaviour of these
models and finding a suitable X-machine model represents a challenge. In
this respect, in addition to mapping these P systems into standard stream X-
machines, a specific class of CsXMs is selected. This model of CsXM allows
each of the X-machine components to communicate with any of the others by
using the corresponding matrix cells. The complexity aspects regarding the
cost of the parallel computation and communication have been established,
together with estimates for implementing standard operations in distributed
environments, like routing, broadcast, and convergecast.

The P systems with symbol objects using evolution and communicating
rules and dissolution rules, with a partial order amongst them have been
considered to be mapped into a class of CsXMs with ports and channels [37],
where the communication between X-machine components is done through a
channel, which is an unbounded buffer instead of a single cell of the commu-
nication matrix as in [7]. The complexity of the translation process has been
assessed and compared with [1]. It has been shown that this is better than the
complexity of the translation into a standard stream X-machine, but compa-
rable with that of mapping into a CsXM with communication matrices. These
CsXMs with ports and channels are more flexible when operations such as
dissolution and division are considered, and its instances can be formally
verified by a model checker with a set of specific temporal logic operators
referring to the X-machine model [17].

A more complex type of membrane computing models, called kernel P
systems have been mapped into a class of CsXMs where the communica-
tion amongst the stream X-machine components is a combination of the pre-
viously presented models and each component is restricted to a stream X-
machine where the state diagram has no loops [44]. This CsXM model is the
backbone of FLAME framework, an agent-based simulation tool running on
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high-performance platforms [11]. This mapping allows to efficiently simulate
large scale kernel P system models [40].

The opposite problem of transforming a stream X-machine or an CsXM
into a P system has been also investigated. A restricted class of CsXMs has
been considered: the memory set associated to every component is finite and
every function processes a symbol from a multiset at any given moment in
time, rather than an input from a stream. A tissue P system [45] has been
the obvious choice for this investigation. The essence of this transformation
consists in mapping every stream X machine component of the CsXM into
a tissue P system membrane. The objects of the tissue P system are obtained
from the states, memory values, input and output symbols and each compu-
tation of a function that links a state, a memory value, and an input symbol
with another state, a new memory value and an output symbol (the number of
such computations is finite) is associated with an evolution or communication
rule. In [39], the formal mapping is provided and a case study is presented
using specific simulation and visualisation tools.

4 P SYSTEMS AND EILENBERG MACHINES WORKING
TOGETHER AS DISTINCT MODELS: THE CASE OF
TESTING

All software applications, as any engineering products, irrespective of their
nature and purpose, are thoroughly tested before being released, installed and
used. Testing appearing everywhere, is part of any technology, and does not
have a substitute. In many hardware or software systems testing is conducted
together with formal verification, especially when a certain formal model is
utilised. In software industry testing is a necessary mechanism to increase the
confidence in the product correctness and to make sure that it works properly.

Testing represents a significant line of research investigated in connection
with P systems in the context of a broad spectrum of applications based on
these models. As already mentioned, there is a substantial work reported on
various topics related to: modelling and analysis of biological systems [10,
18], real-life applications [58], spiking neural P system problems [59] and
many tools running on different hardware platforms [57].

The testing approaches investigated with respect to P system based appli-
cations are black box testing methods which require that for a given specifi-
cation defined as a P system, an implementation of it exists and this will be
tested utilising a test set derived from its specification.

The first testing approach on implementations based on membrane sys-
tems have been developed for the class of cell-like P systems. In this case, a
grammar-like testing method, including rule coverage and context-dependent
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rule coverage criteria, has been introduced. Intuitively, the first coverage prin-
ciple means that we have to identify for every rule of the P system model a
computation including the rule. In the second case, the rules are defined in
certain contexts; a special situation is when the context is given by the right
hand side of another rule, which means that the computation should reveal
sequences of rules occurring in successive computation steps.

Formally, the rule coverage is defined as follows: for a rule r : a → v, a
multiset ur covers r if there is a computation xay =⇒ xvy =⇒∗ ur , where
x, y, ur are multisets over the alphabet of the P system. A test set for an
application based on a P system model satisfying the rule coverage principle
is a set of multisets ur covering r for any rule r of the P system.

We illustrate the rule coverage approach with a simple example.
Let �1 be a P system with one compartment, with the alphabet V1

and the set of rules R1 = {r1 : s → ab, r2 : a → c, r3 : b → bc, r4 : b → c}.
Each multiset w, is denoted by a vector of non-negative integer numbers
(|w|s, |w|a, |w|b, |w|c), where |w|x , x ∈ V1, denotes the number of symbol
objects x in w. One can easily observe that T1 = {(0, 1, 1, 0), (0, 0, 1, 2), (0,

0, 0, 2)} is a test set for �1 satisfying the rule coverage criterion.
State based approaches represent powerful techniques for testing using

finite state machine specifications. Given a finite state machine specification
and a “black boxâĂŹâĂŹ implementation for which we can only observe
its behaviour, we want to test whether the implementation under test con-
forms to the specification; this is called conformance testing or fault detec-
tion and a finite set of sequences that solves this problem is called a test
suite. For an implementation derived from a cell-like P system model with
non-cooperative evolution and communication rules a Finite State Machine
(FSM) based testing approach has been introduced in [29], where a finite set
of test sequences satisfying the conformance testing principle is obtained. Of
course, coverage criteria for the test sets can be also considered.

The testing approach provided in [29] uses a set of traces of execution of
the P system model, up to a certain limit. These are used in order to obtain
a Deterministic Finite Cover Automaton. A DFCA of a finite language U is
a deterministic finite automaton that accepts all sequences in U and possibly
other sequences longer than any sequence in U and containing a sequence
from U as a prefix. This DFCA is an approximation of the given P system.

For the previously introduced P system �1 execution traces up to length
4 are considered in [29]. In each step these labels defining a multiset m is
denoted by the symbol (m) belonging to the alphabet of the DFCA. The
sequences of symbols associated to the multisets of labels of rules used in
each step define the finite language U which is used to obtain the DFCA.
The transition function of the DFCA obtained from U is δ1(q0, (r1)) = q1,
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δ1(q1, (r2r3)) = q2, δ1(q1, (r2r4)) = q3, δ1(q2, (r3)) = q2, δ1(q2, (r4)) = q3;
the alphabet, given by the symbols associated to the multisets of rule labels,
is {(r1), (r2r3), (r2r4), (r3), (r4)}. The test set is built based on [27].

More complex types of P systems and with many applications have been
considered for building model based testing. Specific testing methods for
Spiking Neural P systems (SN P systems, for short) [59] and kernel P sys-
tems (kP systems, for short) [21] have been developed based on learning some
classes of stream X-machines.

One way of constructing the required DFCA approximation of a given
system based on observations of its behavior is through learning from queries
[28]. This approach has been extended to stream X-machines and used to
generate test sets to implementations based on SN P systems [30] and then to
those using kP system models [34].

An example from [34] illustrates the process described above. Let a kP
system k�add with four compartments and the following sets of rules
Ri = {ri,1 : a → (a, t3) {= a}; ri,2 : aa → (a, t3)(a, t3) {≥ a2}}, i = 1, 2;
R3 = {r3,1 : a → (t, t4) {= an+m+2}}, R4 = ∅. The execution strategy is
choice, i.e., at most one rule per compartment is executed in each step.
The initial multisets in the four compartments are w1,0 = am+1, w2,0 =
an+1, w3,0 = w4,0 = λ.

The kP system k�add adds the non-negative values m, n ≥ 0, represented
as am+1, an+1, respectively, where a1 is a representation for 0, and produces
the sum of them am+n+2 in compartment C3, which then sends it to C4.

Consider the upper limit used in the construction of the DFCA to be 3.
The labels denoting the rules that appear in each compartment in the finite
computation have the form φ = (ψ1, ψ2, ψ3), where each ψi , 1 ≤ i ≤ 3, is
the label of a rule selected from compartment Ci or no rule, denoted ei . The
number of such labels is at most 3 × 3 × 2, but in fact only half of them
appear in these computations. The learning algorithm produces a stream X
machine approximating the kP systems k�add such that they coincide on
sequences of length at most 3. The symbols that appear on the transitions
of this model are exactly the labels extracted from the traces of execution of
k�add . Based on this stream X-machine model, a test set is generated, which,
in addition to that produced in [29] containing sequences of partial relations,
includes the configurations defined by the multisets to which the relations are
applied and those computed by them.

The following test sequence corresponds to the computation starting with
the initial multisets w1,0 = a2, w2,0 = a3, w3,0 = w4,0 = λ :
[a2, a3, λ](r1,2, r2,2, e3)[λ, a, a4](e1, r2,1, e3)[λ, λ, a5](e1, e3, r3,1)[λ, λ, a4].

Such a test sequence will reveal errors that appear when any of the
rules involved has an error. For example, if r2,1 is wrongly implemented as
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r ′
2,1 : a → (a2, t3) {= a} (a typical instance of mutation testing [42]) then the

test result after the second step will be the configuration [λ, λ, a6] which is
different from the value from the test sequence.

Other testing approaches based on P system models are those for identifi-
able P systems [23], using model checkers [31] and search-based testing [13]
– the latest testing approach is not of type “model based”. The class of kP sys-
tem models benefited, through kPWORKBENCH [41], from complementary
model checking and testing validation procedures [20, 33].

5 TOOLS BASED ON THE COMBINED USE OF P SYSTEMS
AND X-MACHINES

A direct consequence of combining in different ways P systems and X-
machines, as discussed in Sections 2 and 4, is (i) the construction of a series
of hybrid models, domain specific languages and tools for multi-agent sys-
tems and (ii) the development of simulation, verification and testing tools on
different platforms.

The research mentioned in (i) is based on hybrid models. Their key ele-
ments, introduced in [38], are the memory and the control structure of the
X-machine model [26] and the dynamic structure connecting the compart-
ments of the population P systems, where links between compartments are
created or destroyed during the evolution of the model [4]. The rigorous
model has been defined in [53] and based on preliminary domain specific
languages for stream X-machines, namely XMDL [35], and population P
systems, PPSDL [52], several formal notations and multi-agent simulation
systems, generically called O P E R AS, have been created [38, 53, 54].

The basic principle behind O P E R AS framework is that each agent can be
defined in terms of two separate characteristics, one related to its behaviour
(modelling its knowledge, actions, and control over its internal states) and the
other one responsible for the reconfiguration of the system structure (adding
and removing agents and links between them). Two preliminary versions
have been created, O P E R ASX X , using both characteristics of the agents
from communicating X-machines, and O P E R ASCC , entirely based on pop-
ulation P systems. A further version, O P E R ASXC , and a slight variation
of it, O P E R ASX P , use a combination of population P systems and X-
machines [54]. A number of multi-agent systems have been modelled and
analysed using these frameworks.

A challenging modelling and simulation project is the autonomous intelli-
gent swarms of satellites proposed for NASA missions that have complex
behaviours and interactions. The emergent properties of swarms are very
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complex and powerful, but equally difficult to design and assure that proper
behaviours will emerge. A thorough investigation of formal method tech-
niques for verification and validation of NASA swarm-based missions has
been provided [50]. Among the formal methods considered, X-machines
have showed good properties, but also a drawback referring to the predic-
tive qualities for emergent behaviour of multiple agents. In order to over-
come this issue, a multi-agent formal model based on O P E R ASXC has been
considered in [55]. Individual agents, with their behaviour, have been mod-
elled as communicating X-machines, whereas the relationships among them
have been formalised with primitives inspired by the way the compartments
of population P system models create and destroy links. This O P E R ASXC

approach provides a formal framework for the design and simulation of multi-
agent systems. The formal verification of the hybrid model is achieved by
using an extension of the CTL language [17].

O P E R ASX P has been used to model, as a multi-agent system, the
behaviour of a colony of Pharaoh ants searching for food when the forag-
ing process is based on the pheromone trail produced by forager ants [56].
This framework includes a NetLogo component allowing to visualize the
behaviour of the colony and run different scenarios where the number of ants,
the amount of food and the format of the nest can be varied with respect to
various requirements and constraints.

kPWORKBENCH, a tool allowing the simulation, verification and testing
of kP systems, includes a translator of kP system models into a specific type
of X-machines compatible with FLAME [44], as mentioned in Section 2.
This illustrates the use of different simulation platforms, as mentioned at (ii)
above, and provides ways to select the most appropriate simulation envi-
ronment for a given problem. In [2], a pulse generator synthetic biology
case study is used to assess the performance of the native simulator for kP
systems, provided by kPWORKBENCH, and FLAME sequential simulator,
where the X-machine model is obtained in accordance with the translation
method described in [44]. The experiments show that kPWORKBENCH sim-
ulation tool runs faster than FLAME, but the former saves every step all the
generated data on an external memory. Another experiment assessing the per-
formance of kPWORKBENCH native simulator against FLAME running in
sequential and parallel mode (with 2,3 and 4 processors), by using the subset
sum problem as a benchmark, has been reported in [43]. In this case FLAME
simulator, which now is no longer saving the data after every computation
step, shows a much better performance compared to the kPWORKBENCH

simulator. Also, the experiments show that sequential FLAME runs faster
than parallel FLAME - this is a consequence of the high level of communi-
cation among compartments, as imposed by the solution provided.
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6 FUTURE RESEARCH DEVELOPMENTS

After almost 25 years of research on the interactions between membrane sys-
tems and Eilenberg (X-)machines (the first paper on this subject, [1], has been
published in 2002, but presented at the Workshop on Membrane Computing
in 2001), one can conclude that both the hybridisation process of creating new
models by mixing features of the two initial models, as well as the combined
use of them, are very effective approaches for defining computational models
with interesting characteristics, for providing solutions to various problems
and producing tools supporting their analysis.

The above mentioned research directions show potential for further devel-
opments. The area of combining Eilenberg machines and P systems into new
hybrid models is still active and attractive – [9] and [22] have been recently
accepted for publication. Splicing P systems and 2D array P systems are
likely candidates to produce new hybrid models with Eilenberg machines, as
illustrated by recent developments [3] and [9], respectively. Existing model-
checking techniques may be extended to hybrid models enabling their sys-
tematic formal verification. Automata-learning and reinforcement-learning
methods can be employed to automatically infer and refine hybrid mod-
els based on observed behaviour. The inferred models will then serve as a
foundation for systematic testing and verification. Implementation of parallel
algorithms running on high-performance computers or FPGA/GPU platforms
for hybrid models can be developed to enhance scalability and computational
efficiency. The second line of research has very promising perspectives for
further developments through important applications, such as those based
on spiking neural P systems [59], numerical P systems [15, 60] and other
P system models used in real-life applications [58], where new testing and
verification methods, as illustrated for some basic models in [6], have to be
defined. Generative AI and AI agents for automatic model translation can be
considered for new developments related to these topics.
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